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General introduction 1

1.1 Why this research? . . 1

1.2 Thesis outline . . . . . 5

1.1 Why this research?

Healthcare, software, these words not only rhyme, they of-

ten go hand in hand. Caregivers world-wide use electronic

health information systems (HISs) to register their activi-

ties and for reimbursement of care provided. Yusof et al.

[1] provide the following definition of an HIS: "HIS assist

healthcare organizations to gather, process, and dissemi-

nate information within the organization and their environ-

ment. HIS incorporates various types of systems, including

patient information systems, administrative systems, radi-

ology and pharmacy information systems, telemedicine

and hospital information systems, such as computerized

physician entry systems." The adoption rates of electronic

HISs compared to paper HISs mainly depends on two fac-

tors: developing countries vs developed countries and the

type of care. For example, almost all (96%) general prac-

titioners in Europe use an HIS in 2018 [2], while in sub-

Saharan Africa very few HISs are used [3].

One type of care where many HISs are used is long-term

care, although adoption of HISs in this type of care lags

slightly behind other forms of care [4]. Long-term care

includes care for the elderly, people with intellectual dis-

abilities (ID), forensic care, youth care, and care for people

with long-term illnesses. Long-term care requires a differ-

ent approach for the HISs due to the long-term nature of

this care (several years) compared to hospital and General

Practitioner (GP) care (several weeks).

A special form of long-term care on which is focused in

this thesis is the care for people with intellectual disabili-

ties (ID). The American Psychiatric Association provides

the following definition for an intellectual disability: "Intel-
lectual disability involves problems with general mental abilities
that affect functioning in two areas: Intellectual functioning
(such as learning, problem solving, judgement) and adaptive
functioning (activities of daily life such as communication and
independent living)" [5]. According to the American As-

sociation on Intellectual and Developmental Disabilities



2 1 General introduction

1: Throughout this chapter, exam-

ples are shown using a fictional

person Cherylbecca: Cherylbecca

is 32 years old, has the Prader Willi

syndrome and lives in care facility

Care4ID for people with intellec-

tual disabilities in the south of the

Netherlands. Cherylbecca has a

mild intellectual disability and is

also in a wheelchair.

2: Recently Cherylbecca does not

want to eat anymore and is also

very grumpy. This behavior is writ-

ten down by her personal care

aide in the electronic client file

of Care4ID: myCaress. Her per-

sonal care aide does not trust the

situation and makes an appoint-

ment with the intellectual disabil-

ity physician for her. The ID physi-

cian examines Cherylbecca and

suspects appendicitis, which she

registers in her electronic patient

file: OmniHIS. Cherylbecca is re-

ferred to the hospital where she

undergoes surgery. This proce-

dure is recorded in the hospital

information system: HIX. Fortu-

nately, Cherylbecca is doing well

and is allowed to return to the

care organization Care4ID. Here

she goes through a rehabilitation

process, which is logged in the

electronic client file: myCaress. In

the same month, Cherylbecca also

went to the dentist and the phys-

ical therapist. These visits were

registered in Dentalrules and Spo-

tOnMedics.

(AAIDD) the limitations must originate before the age of

22 [6]. ID affects about 1% of the worlds population [5, 7].

A less concise, although often used, definition of a person

with an ID would be having an IQ lower than 70-75 [8, 9].

People with ID use a lot of care, and although their life ex-

pectancy is increasing, their life expectancy is still lower

than that of the general population [10].

Data on persons with an ID is not available in just one sys-

tem. The dossier is spread over a series of HISs because of

the complexity of care for people with an ID involving an

extensive set of care professionals. For example, they are in

close contact with personal care aides who help them with

their daily activities, but they also see a dentist or a general

practitioner.
1

These systems also vary in functionality be-

cause of the wide range of care and cure people with an ID

receive. For example, a person with an ID living in a care

institution receives care from their personal care aide, who

uses a system to register daily. But also, a general practi-

tioner can be seen on the same day, who uses a different

system to record visits. These HISs all contain and manage

data about the patient/client, in the case of this thesis, the

person with the ID.
2

These registrations lead to a high registration pressure

on care providers, for example, care providers in Dutch

long-term care spend an average of 35% [11] of their time

on administrative tasks, Swedish primary care providers

41% [12], and U.S. ambulatory care physicians 49% [13], a

large part of which is in their HISs. These registrations are

needed to ensure the continuity of care and that proper

medical care is given. The re-use of this routinely collected

data is limited. If the data is re-used, it is often limited

to the use of data from one or two HISs or only on cate-

gorical or numerical fields, while a large share of data in

(health)care is captured in unstructured textual reports

[14, 15]. However, re-using routinely collected data in ID

care from multiple HISs has great potential for scientific

research, which can lead to improvement of care. Studies

that use routinely collected data that could lead to changes

in long-term care include fall prevention in home care [16–

18] and dementia in elderly care [19]. In addition, this data

has great potential for researching health over time, and for

natural history studies amongst this vulnerable population

[20, 21]. Re-using routinely collected in research can help



1.1 Why this research? 3

3: Volume: Cherylbecca already

lives in Care4ID for 10 years. All

of her history is available in my-

Caress.

Velocity: Everyday there are at

least two textual registrations for

Cherylbecca, one in the morning

and one in the evening.

4: Variety: Cherylbecca has been

very aggressive lately. Her per-

sonal care aide made a video of

this behavior for the behavior ther-

apist to assess.

5: Veracity: Cherylbecca unfortu-

nately has to move to another resi-

dential group within care organi-

sation Care4ID. Her new personal

care aide will be Bianca. Bianca

reads the messages in Care4ID

about Cherylbecca. She sees that

the abbreviation "c/o" is often

used. She does not know what

this abbreviation means and calls

Cherylbecca’s previous personal

care aide Monique. Monique ex-

plains that "c/o" means: care of.

Now it is a lot easier for Bianca to

read the files.

close the gap left by the under-representation of people

with disabilities in medical studies [22].

We describe the landscape of HISs in ID care with the help

of the four Vs of big data: Volume (amount of data), Veloc-

ity (rate at which the amount of data increases), Variety

(types of data and sources), and Veracity (reliability of

data) [23]. To start with Volume: About 91,000 adults with

an ID live in institutionalized care in the Netherlands [24],

with often multiple registrations per day, the data increases

with a tremendous Velocity. These people live in care fa-

cilities for multiple years, and therefore there is data from

multiple years in the HISs, leading to an increasingly large

dataset.
3

To appreciate the Variety of data, one should realize that

data is not only gathered in different systems, using differ-

ent formats and standards, it is also of many different types.

Some data is structured in categories, such as the Interna-

tional Classification of Diseases (ICD-10) [25], International

Clasification of Nursing Practice (ICNP) [26] or Anatomical

Therapeutic Chemical (ATC) classification [27] codes, but

other data can be unstructured or semi-structured texts.

Data in these HISs can even be images, sounds, or videos,

showing the Variety of the data gathered
4
. The Veracity of

the data indicates how reliable the gathered data is. Many

different people work in the care for people with an ID,

and there are just as many ways of how the data can be en-

tered into the systems. Some care professionals may see the

registrations as an obligation and shortly write something

about the provided care. Other care professionals can be

more extensive in their reporting and write down many de-

tails. Another Veracity issue is the use of "locally common"

abbreviations, or even private/personal abbreviations, so

abbreviations can vary from location to location and from

person to person
5
. Human beings enter the data and make

mistakes; sometimes data might be entered for the wrong

client, or disorders or diseases might be misdiagnosed. All

these factors influence the Veracity of the data.

Data as collected in ID care, has all properties of big data

(4Vs). Many of the widely acknowledged problems with

big data involve privacy and security. Privacy and security

concerns limit the re-use of this routinely collected data.

People with an ID cannot often decide about re-using their

data themselves but rely on their legal representatives.
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6: Cherylbecca had a boyfriend

living with her at the housing

group. Unfortunately, her (not so

nice) boyfriend broke up with her

and Cherylbecca is upset about

this. Her personal care aide Bianca

has put the break-up in the elec-

tronic client file myCaress, so that

the night care is aware of this.

Also, the content of data from people with an ID can be

very privacy sensitive by its nature
6
. A lot about their

daily lives is registered, including the very personal parts.

Because of the vulnerability of people with an ID, who are

already experiencing more victimization and are at risk for

social vulnerability [28], privacy and security concerns for

a big data system must be guaranteed by its design.

People with ID often have difficulties expressing internal

emotions and feelings [29], and telling a doctor if they

experience pain [30]. Therefore, people with an ID often

cannot explain their need for (health) care. With the help

of data analysis techniques, some disease prevention, early

detection, or maybe even predictions on the particular be-

havior of people with ID could possibly be done if data

from multiple HISs can be combined. These analyses could

help improve the quality of life for people with an ID. A

lot of data is stored in the HISs used by the different prac-

titioners, but almost nothing is done with this data except

for reimbursement purposes. The potential of analyzing

the large amount of data collected in ID care calls for the

development of a big data system such that data from mul-

tiple HISs can be combined for research on this vulnerable

population.

The empirical work of this project is set in the Dutch or-

ganization of ID care. This demarcation is done because

of the unique organization of ID care in the Netherlands,

where the ID physician plays a significant role. Further-

more, this is the country where the thesis was conducted

and where the research team could efficiently work to-

gether with care institutions because of the academic col-

laborative "Stronger on your own feet."
∗

People with an ID

in the Netherlands often live in special care facilities, where

there is taken care of them. Living in these facilities, people

with an ID represent a large share of the healthcare use in

the Netherlands [31].

∗
A collaboration between the Radboud university medical centre and

sevenlager care provider organizations for people with intellectual dis-

ability https://www.sterkeropeigenbenen.nl/english
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Concluding, it is important to explore how re-using routinely collected data in ID care

can be facilitated. Because of the characteristics of these routinely collected data (4Vs),

this thesis will focus on the prerequisites of a big data system. Therefor, the main ob-

jective of this thesis is to develop a framework for a big data system that combines data

from multiple HISs and facilitates secondary analyses.

1.2 Thesis outline

To reach the objective, a range of studies that together form this thesis, was done. The

chapters that report on these studies, their relation to one another and the thesis overall

objective are depicted in Figure 1.1. This thesis outline is presented using the business

process modeling notation (BPMN method). The BPMN method provides a graphi-

cal notation for specifying the business processes in a diagram [32]. The workflow is

graphically presented in this figure, starting on the left side. The numbers in Figure 1.1

correspond to the separate chapter numbers, which should together lead to fulfilling the

objective. The rationale for each paper is explained below.

Before data from multiple HISs can be combined for research, the healthcare landscape

of ID care must be explored. Such an overview is needed such that it is known how the

systems are structured, what data is being gathered, and how this is stored. This is called

the architecture of the system. Furthermore, the challenges mentioned regarding the big

data four Vs must be overcome.

Before data can be combined, it is needed to know what data is actually there. The ob-

jective of this study was to identify the key care professionals’ experiences with, and

desired requirements for, HISs. This identification was done in Study 1 utilizing a survey

study. In this survey study, the data available in Dutch ID care and its peculiarities were

identified. Using semi-structured interviews, a questionnaire was developed for care pro-

fessionals working in ID care. Therefore, the state of the practice of HISs used in Dutch

ID care can be found in Chapter 2.

In parallel with study 1, the state of the art of HISs world-wide is needed to make sure

the provided framework is not only applicable to the Dutch organization of care (Figure

1.1). The objective of this second study was to assess the current state of HISs by means

of a systematic literature review (SLR). By state the following is meant: mapping who is

using the systems (i.e., stakeholders), where they are using it (i.e., domain), how they are

using it (i.e., deployment), what they are using it for (i.e., features), and which problems

are faced in this use (i.e., obstacles). This study is presented in Chapter 3.

The objective of study 3 was to develop a reference architecture for HISs following well-

established architecture design methods. Each HIS is unique with its own way of struc-

turing both its functionality and its underlying dataset. Due to this uniqueness, it is

necessary to map the commonalities and variabilities between these HISs, such that it is

known which parts are common between multiple HISs and can be re-used for research.

Using results from study 1 and 2: a reference architecture for HISs was designed based
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on the views and beyond approach from Bass et al. [33]. This architecture can be used

to map the application architecture of single systems. This design study can be found in

Chapter 4.

Data does not combine itself (unfortunately). Since the data in ID care is very heteroge-

neous in formats, privacy-sensitive by nature, and large in size, it must be well thought

out how to combine the data. The objective of this study was to map the to-be-built ar-

chitecture for a big data analytics system. The reference architecture developed in study

3 was used to map a wide variety of HISs in different stages of development and ac-

ceptance used in Dutch ID care. An architectural design for a big data analytics system

based on the similarities among these systems was developed. Furthermore, the chal-

lenges this big data analytics system faces are thought out and possible solutions are

provided. This study is presented in Chapter 5.

Chapter 6 shows how, just like collected in intellectual Disability care HISs,large sets

of textual data may be used for analyses. With a text mining approach, the possibility

of analyzing large sets of texts is presented in Chapter 6. As a quick response to the

COVID pandemic in the spring of 2020, the aim was to find clusters of articles that help

researchers identify relevant research topics on coronaviruses and people with an ID.

This clustering was done with the help of a text mining approach where Term Frequency

Inversed Document Frequency (TFIDF) was used for the clustering.

In short: chapter 2 presents a survey study on HISs in the Netherlands, which, together

with a Systematic Literature Review (SLR) in chapter 3, leads to a set of stakeholders,

concerns, features, and obstacles. The outputs of these two studies are used as input for

the study in chapter 4 in which a reference software architecture for HISs is developed.

Based on this reference architecture, a big data system is designed for combining data

from multiple HISs in chapter 5. In parallel we show the potential of big data analytics

on textual data in chapter 6.
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Figure 1.1: Thesis outline. Numbers correspond to chapter numbers. The start and end events represent the

introduction and the discussion, respectively.
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Background: Care for people with an Intellectual Disabil-

ity (ID) is complex: multiple health care professionals are

involved and use different Health Information Systems

(HISs) to store medical and daily care information on the

same individuals. The objective of this study is to identify

the HISs needs of professionals in ID care by addressing

the obstacles and challenges they meet in their current

HISs.

Methods: We distributed an online questionnaire amongst

Dutch ID care professionals via different professional as-

sociations and care providers. 328 respondents answered

questions on their HISs. An inventory was made of HIS us-

age purposes, problems, satisfaction and desired features,

with and without stratification on type of HIS and care pro-

fessional.

Results: Typical in ID care, two types of HISs are being

used that differ with respect to their features and users:

Electronic Client Dossiers (ECDs) and Electronic Patient

Dossiers (EPDs). In total, the respondents mentioned 52

unique HISs. Groups of care professionals differed in their

satisfaction with ECDs only. Both HIS types present users

with difficulties related to the specifics of care for people

with an ID. Particularly the much needed communication

between the many unique HISs was reported a major issue

which implies major issues with inter-operability. Other

problems seem design-related as well.

Conclusion: This study can be used to improve current

HISs and design new HISs that take ID care professionals

requirements into account.

This chapter is based on a paper published in an international journal:

Tummers, J., Tobi, H., Schalk, B., Tekinerdogan, B., & Leusink, G. (2021).

State of the practice of health information systems: a survey study

amongst health care professionals in intellectual disability care. BMC

health services research, 21(1), 1-9.
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2.1 Background

Around 0.85 % of the Dutch population has an intellectual disability (ID) according to

the definition of having an IQ below 70 [7]. People with an ID often live in long-term

care facilities and have a large share in health care use in the Netherlands [31]. Care for

people with an ID is complex and involves many professional caregivers. For example,

a person with an ID is in close contact with a personal care aide who helps him or her

with their daily activities and medication, but also sees a dentist, a general practitioner,

and a physical therapist. All caregivers use some type of health information system (HIS)

to register their activities and to ensure reimbursement of care provided. This is not

without consequence: according to Hanekamp et al. [11], care professionals in long term

care in the Netherlands spend 35% of their time on administrative tasks, mainly in their

respective HISs.

Typically, HISs are not only used for reimbursement but also to assist professionals

and organizations to contribute to high-quality, efficient patient care [1, 34, 35]. Well-

functioning HISs, are therefore an important building block in the care for people with

an ID [36, 37]. In the context of our research HISs contain and manage (medical) informa-

tion about the person with the ID. Other frequently used terms for HISs in ID care are:

electronic health records, and electronic client (or patient) dossiers/records.

Because of the role of HISs in, amongst other, reimbursement [38], patient safety [39],

communication amongst professionals [40] and the time spent on administrative tasks in

HISs [41], it is essential to know about the HISs used in the complex care for people with

ID. It is, however, unknown which HISs are used in ID care, how these systems cater to

the needs of different groups of professionals, and what features are used and needed.

Reports from multiple countries suggested that different HISs are not interoperable [42–

44]. Despite several studies on HISs in other forms of care, such as hospital care and GP

care [45–49], little research has been done on the problems professional involved in ID

care experience with HISs, and on their requirements for HISs. Software developers and

researchers need to know about tasks, problems and requirements of care professionals

to develop better systems. Therefore, the objective of this study is to identify for ID care,

the needs of care professionals by taking inventory of their experiences and wishes for

HISs. To fulfill the objective, we set up the following research question: In care for people
with ID, what are the key care professionals’ experiences with, and desired requirements for, HISs?
With the following sub-questions:

▶ Which HISs do care professionals for people with an ID use and for which pur-

poses?

▶ How do care professionals for people with an ID assess their current HIS?

▶ Which features are care professionals for people with an ID missing in their cur-

rent HISs?

To answer these questions, we performed a cross-sectional study in which Dutch care

professionals working in ID care received a questionnaire informed by semi-structured

interviews.
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2.2 Methods

In the following, we describe the design of the online questionnaire, the recruitment of

study participants, and data analysis.

2.2.1 Questionnaire construction

As preparation of questionnaire design and to assure thorough familiarity with this

diverse care field, we interviewed from our personal and professional networks fourteen

health care professionals who differed in terms of their profession but who all worked

in ID care. The semi-structured interviews lasted about an hour on average and during

site visits, interviewees also showed us their local HISs. All interviewees agreed with

audio-recording. Transcriptions of the recordings were analyzed to identify routing

requirements and in vivo coded (using Atlas.ti 8) to identify possible answer categories

for the standardized questionnaire.

From the interviews and site-visits we learned that two types of HISs were distinguished

in practice which differed with respect to users and aim: Electronic Client Dossiers

(ECDs) and Electronic Patient Dossiers (EPDs). Care professionals in ID care mainly used

the ECDs to register daily activities for care continuity. The EPDs were used for clinical

purposes by, for example, dentists and ID physicians. We, therefore, built three routings

in the questionnaire: one for the ECDs, one for EPDs, and one for care professionals who

used both kinds of systems.

The in vivo coding of the transcripts yielded a total of 18 features and 9 problems with

HISs in ID care. Because of interview limitations, we also included an ‘Other, . . . .’ an-

swer option. The first concept of the questionnaire was pre-tested by means of a cogni-

tive interview [50]. Based on this interview the questionnaire was improved, until after

the third cycle no new issues appeared.

2.2.2 Recruitment of study participants

We recruited a wide range of health care professionals working in ID care as study partic-

ipants via various Dutch professional associations and care providers. We were unable

to obtain e-mail lists of the members of the professional organizations and the employ-

ees of the institutions due to Dutch privacy regulations. Therefore, we used tailored

recruitment methods. Personal care aides, nurses, resident assistants (for assisted liv-

ing), and sheltered workshop guides/job coaches received an e-mail from long-term care

providers and their professional association ‘Professional Association of Social Work Pro-

fessionals’(BPSW). ID physicians were recruited by an e-mail from the ‘Dutch Associa-

tion of ID-physicians’(NVAVG). Remedial educationalists and behavioral therapists were

recruited via an e-mail and the newsletter from their professional association ‘Dutch As-

sociation for Remedial Educationalists and Behavioral Therapists’(NVO). Psychologists
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were recruited via a LinkedIn post from the ‘Dutch Association for Healthcare Psychol-

ogists’(NVGzP). The ‘Dutch Association for Psychiatry’(NVvP) published an invitation

for participation on their intranet. Pharmacists were approached by e-mail through the

‘Dutch Association of Pharmacists for People with an Intellectual Disability’(NVAPVG).

Dentists were approached via the website, newsletter, and Facebook page of The ‘Central

Consultation for Special Dentistry’, and the newsletter and Facebook page of ‘Association

for the Promotion of Dental Care for the Disabled’(VBTGG) . The ‘Dutch Association

of Physical Therapists for People with an ID’(NVFVG) invited their members via their

newsletter.

2.2.3 Data collection procedure

After opening the online questionnaire, participants were requested to read informa-

tion on the study’s objective and give informed consent. The first question inquired after

profession and HIS(s) used to determine routing. The questionnaire continued with ques-

tions on satisfaction, features, and problems related to the HIS(s) and concluded with

questions on gender, the region of employment, and work experience. Data were col-

lected using Qualtrics [51]. Data collection took place between September 2nd 2019, and

October 15th, 2019. All questionnaires are available upon request from the corresponding

author. All methods were carried out in accordance with relevant guidelines and regula-

tions.

2.2.4 Data analysis

‘Other, ...’ answers were carefully read, and categorized by three researchers indepen-

dently. Differences in classifications were discussed until consensus was reached. Then,

new categories were added to the data file. We distinguished four groups of care pro-

fessionals based on where they provide care, frequency (daily or not) and kind of pro-

fessional training (academic or not): Daily care, Intellectual Disability physician, Mental

Health and Development (MH&D), and Other care (see Table 2.1). Members of the Daily

care group, although diverse in terms of profession, all work for a ID care provider. In

the ID physician group, we also included ID physicians in training. The Mental Health

and Development group works with people with ID on a daily basis, either within an ID

healthcare provider or not. The remaining Other group is involved in care for, amongst

others, people with an ID.

We investigated differences between these groups, and between EPDs and ECDs. With

the non-parametric Kruskal-Wallis test we tested ( with 𝛼 = 0.05) differences between the

four groups on HIS’ satisfaction. All statistics were obtained with R.
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2.3 Results

2.3.1 Descriptives of respondents

Of the 328 respondents in Table 2.1, 275 also answered the last question (i.e. 16.2%

drop-out). All respondents answered three or more questions. Nearly half of the

respondents belonged to the Daily care group (n=144).

Table 2.1: The respondents per group of care professionals. Respondents were able to select one, or

multiple professions.

Daily care

Personal care aide 85

Nurse 45

Resident assistant at assisted living 32

Sheltered workshop guide, job coach 13

Other
a

9

Total 144

ID physician

ID physician 83

ID physician resident 8

Total 91

Mental health & Development

Remedial educationalist 22

Psychologist 19

Behavioural therapist 5

Psychiatrist 4

Therapist, other 3

Other
b

3

Total 54

Other care

Pharmacist 15

Dentist 9

Physical therapist 5

Medical Doctor 5

Other
c

5

Total 39

Total 328

a
: Service coordinator, Functional manager, Policy officer, Extramural care professional, Trainer, care

coordinator, Case manager, ECD expert, and Maternity aide.

b
: Mental healthcare worker, Remedial teacher, and Prevention assistant

c
: Dental laboratory technician, researcher, and three General practitioners
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The respondents worked between one and 43 years in ID care, the median being 13 years

(Table 2.2). Daily care professionals worked the longest in ID care with a median of 17.5

years. 80% of the respondents were women, only the ‘Other care’ group had a lower

percentage, with 58%.

Table 2.2: Descriptive statistics on the respondents and systems.

Group

Daily

Care

ID

Physician

MH&D Other

Care

Total
a

Years worked in ID care

N 120 82 38 30 270

Median 17.5 10 11.5 10 13

Range 1.5-43 2-43 1-35 2-39 1-43

N systems mentioned N 143 139 54 39 375
b

N unique systems ECD 12 8 13 4 20

EPD 0 12 8 19 32

%Women N 122 83 39 31 275

Percentage 83 82 82 58 80

a
The number of respondents from this table differs from Table 1 due to missings

b
Some care professionals use two systems

2.3.2 Which HISs do care professionals for people with an ID use and

for which purposes?

In total, 52 unique HISs were identified (Table 2.2), of which the majority (32) were

EPDs. Table 2.3 shows the features used in ECDs (n=225) and EPDs (n=118), and sat-

isfaction/dissatisfaction with that feature. Overall, Patient/Client administration was

most frequently mentioned, followed by Reporting and Client treatment and Support

registration. The majority of ECD users indicated other registrations, e.g. freedom of

movement, and visitations. In the Appendix in additional Table 1 results were shown for

each of the four different groups of care professionals.
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Table 2.3: Respondents’ use and satisfaction with the ECDs and EPDs features (N = Respondents, Likert scale; 1 =

very dissatisfied, 2 = dissatisfied, 3= neither satisfied nor dissatisfied, 4 = satisfied, 5 = very satisfied)

Users ECD EPD

Feature N N Mode Range N Mode Range

Patient/Client administration 238 149 4 1-5 89 4 2-5

Reporting 207 194 4 1-5 13
b

5 1-5

Client treatment and support registration 194 183 4 1-5 11 4 2-5

Storage and document management 171 162 4 1-5 9
c

4 2-4

Register medical patient information 120 10
a

2 1-5 110 4 1-5

Financial administration and reimbursement 109 69 4 1-5 40 4 1-5

Calendar Management 101 36 4 1-4 65 4 1-5

Registration of consultation following struct. 96 - - - 96 4 1-5

Making of letters 92 - - - 92 4 1-5

Test results from specialist/lab 90 - - - 90 4 1-5

Registration of diagnoses 81 - - - 81 3 1-5

Communication between team members 72 67 4 1-5 5
a

5 2-5

Prescribe medication 70 - - - 70 3 1-5

Client portal 68 67 3 2-5 1
a

3 -

Electronic exchange of patient/client dossier 62 - - - 62 2 1-5

Medication overview 15 - - - 15 4 3-5

Medication surveillance 14 - - - 14
c

4 3-5

Other registrations 172 169 4 1-5 3
a

NU
d

3-5

a
Obtained from ‘Other, . . . .’

b
Answer option provided to Dentists only

c
Answer option provided to Pharmacists only

d
NU = Not Unique

2.3.3 How do care professionals for people with an ID assess their

current HIS?

The groups differed on their satisfaction level with respect to their ECD in general (Kruskal-

Wallis, p< 0.0001), with the Daily care group expressing higher levels of satisfaction than

the other groups, in particular the Mental Health & Development group (Table 2.4).

No evidence was found for different satisfaction levels with the general use of EPDs

(Kruskal-Wallis, p=0.061). For general satisfaction with their EPD, all groups’ modes

were ‘Satisfied’.

For the satisfaction with the suitability of ECDs for ID care a significant difference be-

tween groups was found (Kruskal-Wallis, p< 0.0001). Daily care professional’s reports

ranged from dissatisfied to very satisfied, with the most frequently occurring judgment

‘satisfied’ (Table Table 2.4). Based on range and mode, the ID physicians and Mental

Health & Development group appear less satisfied with the suitability of the ECD for ID

care. For EPDs, no evidence for differences between groups was found (Kruskal-Wallis,

p= 0.12). The satisfaction with the suitable of EPDs for ID care appears rather low across

all groups with the modes ‘dissatisfied’, and ‘neither satisfied nor dissatisfied’.
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Table 2.4: The care professionals’ satisfaction with their system per group. Their frequency (N), Mode, and range

of satisfaction (Likert scale, 1 = very dissatisfied, 2 = dissatisfied, 3= neither satisfied nor dissatisfied, 4 = satisfied,

5 = very satisfied)

Group

System Daily

Care

ID

Physician

MH&D Other

Care

Total

How satisfied or

dissatisfied are you

with your HIS in

general?

ECD

N 143 63 40 4 250

Mode 4 3 2 NU
a

4

Range 1-5 1-4 1-4 2-5 1-5

EPD

N - 77 14 36 127

Mode - 4 4 4 4

Range - 1-5 1-4 1-4 1-5

How satisfied or

dissatisfied are you

with the suitability of

the HIS for ID care?

ECD

N 142 63 40 4 249

Mode 4 3 3 3 4

Range 2-5 1-5 1-5 3-5 1-5

EPD

N - 77 14 36 127

Mode - 2 2 3 3

Range - 2-5 1-4 2-5 1-5

a
NU = Not Unique

When we go back to Table 2.3 for more detailed information on dis/satisfaction with

features, we see that although the modes suggested satisfaction with the most frequently

used features of ECDs, there was no consensus: satisfaction ranged from very dissatis-

fied to very satisfied. The satisfaction with the less frequently mentioned ECD features,

suggested that some people have experienced serious problems with the registration of

medical patient information.

A similar situation can be seen for EPD features: although modes suggest that users were

rather satisfied with most features, there was no consensus at all. The modes ‘neither

satisfied nor dissatisfied’ for the features ‘registration of diagnoses’ and ’prescribe medi-

cation’ should be seen as an important signal: not only because these features are crucial

to medical treatment and monitoring but also because they support medication safety.

The lowest mode, dissatisfaction, was found for the electronic exchange of patient/client

dossier.

The overall most frequently mentioned problems related to HIS design were ‘hard to

retrieve information from the system’ (185 times), followed by ‘difficult to exchange elec-

tronic client/patient records with other caregivers’ (Table 2.5). Most other problems men-

tioned by over 100 respondents related to system reliability: slow, and unavailable sys-

tems, and updates that changed the system. Based on the ‘Other. . . ’ answers we added

two new problem categories: Bad user interface, and User roles and permissions. Only

15 of the 277 care professionals indicated they had experienced no problems with one of

their systems. (Table 2.5). See additional Table 2 in the Appendix for data on group level.
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Table 2.5: Most frequently identified HIS problems, for ECDs (N=221 respondents) and EPDs (N= 111 respondents)

Problem ECD EPD Total

Hard to retrieve information in system 124 61 185

Difficulty exchanging electronic client/patient records with other caregiver 76 73 149

System is slow 103 44 147

Having to work in multiple systems at the same time 65 70 135

System is unavailable 86 40 126

Updates change the system 80 26 106

Hard to exchange information with other systems within care institution 74 8 82

Primary care classification method not differentiated enough for ID care -
b

75 75

Bad user interface 5 1 6

User roles and permissions 3 0 3

Other problems
a

4 1 5

No problems at all 10 5 15

a
Problems that could not be classified into one of the above problems

b
Not provided as an answer option in the survey for this system

2.3.4 Which features are care professionals for people with an ID

missing in their current HISs?

Eighty-eight respondents suggested desired, missing, features. We categorized these into

24 missing features (Table 2.6). The most frequently mentioned missing feature was the

link with other systems (20 times), followed by features to provide an overview of data

in the system and to prescribe and monitor medication (12 times). Features that were

reported missing by one respondent only were: Assign tasks, calendar management,

financial management, taking history and making care-plan, open multiple dossiers

at the same time, privacy robust procedures, suitability of system across disciplines,

synchronization Windows and ECD, and ‘other registrations’. Additional Table 3 in the

Appendix shows the missed features per group of care professionals.
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Table 2.6: The features the care professionals reported missing. ECDs N=51, EPDs N=37

Missing Feature ECD EPD Total

Link with other systems 8 12 20

Providing overview 6 6 12

Prescription management and monitoring 5 7 12

Information exchange 4 6 10

No feature but problem 8 1 9

Uploading of files 3 5 8

External correspondence 4 3 7

Clinical notes management 1 5 6

Electronic prescription 2 4 6

Access to parts of system 2 2 4

Epilepsy module 3 1 4

Detailed reporting 1 2 3

Lab information 1 2 3

Data search and filter 0 2 2

Insult registration 0 2 2

Other 6 4 10
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2.4 Discussion

2.4.1 Reflection on the results

To the best of our knowledge, this is the first study on HISs in ID care that included both

medical and non-medical care professionals who all report on well-being and medical

issues concerning the same individuals. We identified ECDs used by all groups involved

in residential care and EPDs for medical care. Over 300 respondents reported a total of

52 unique HISs. Care professionals used different HISs for a variety of tasks ranging

from administration to treatment registration and reporting. They also reported support

registration and a client portal, features specific to ID care and illustrating complexity

of this care setting. Information is scattered over different systems which challenges

professionals in ID care.

Often people with ID express medical problems, like pain, in behavioral change [52].

This implies that medical staff may experience difficulties because they can’t access the

ECD and professionals in daily care may be able to do a better job if they have access

to EPDs. Despite a reasonable overall satisfaction with HISs, nearly all respondents re-

ported problems. Many problems related to HIS design (e.g. problems with the user

interface), and reliability (slow, and outdated systems). Other problems stem from the

organization of ID care, with multiple HISs, information exchange needs, and missing

features.

2.4.2 Related work

Previous studies reviewed HIS satisfaction and adoption level for one user group, i.e.

medical doctors or nurses in hospitals [45–47, 53–55] or in other care domains [48, 49,

56–60]. In general, these studies showed dissatisfaction with HISs, despite high adop-

tion rates. Comparability between these studies depends on the national organization of

healthcare, and is therefore limited( e.g. the GP as gatekeeper for specialized care, the

presence of an ID-physician) [61, 62]. Comparability with our study is also limited be-

cause the care for people with ID is characterized by a combination of support and care

services [63–65].

Other studies [40, 66–70] assessed the adoption and satisfaction with HISs based on

features but not on what was missing. Generally speaking these studies found, just like

ours, similar levels of satisfaction with the features.

A study in the ID care setting, considered governmental databases as information sys-

tems is Karimi et al. [71]. The features they distinguished are, therefore, types of data

saved in these databases, and resemble outcomes of our features ‘patient/client admin-

istration’, ‘reporting’, and ‘financial administration and reimbursement’. In their discus-

sion, Karimi et al. [71] stressed the necessity of data exchange, which was also mentioned

by our respondents.
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Like ID care, geriatric care is a form of long-term care, but with better studies on HISs

[72–74]. Wang and Biedermann [73] and Cherry et al. [74] primarily studied adoption

and use of HISs, but not so much satisfaction. Sockolow et al. [72], conducted a survey

on one HIS used in a geriatric community setting and concluded that although Philadel-

phian clinicians did not use the system as intended by the developers, they were satisfied

with their HISs. We did not assess whether the care professionals used the systems as

intended, since we did not study one HIS, but as it turned out, 52 HISs.

2.4.3 Strengths & weaknesses

The collaboration with nine professionals’ associations and various institutions’ willing-

ness to participate shows the importance of this study. With their help, we could review

a wide range of HISs used in ID care. Despite the limited role of GPs in care for institu-

tionalized people with an ID we have attempted to gain the interest of multiple profes-

sional organizations for GPs, unfortunately they did not want to participate. Nonethe-

less we were able to review the most common GP HISs, mainly thanks to the Dutch

ID-physicians. We believe our sample reflects the main professions responsible for the

daily care of people with intellectual disabilities. Nonetheless, there are professions from

which no representatives were included in our sample or which were underrepresented

such as speech therapists, nutritionists and medical doctors other than ID physicians.

However, problems with information exchange between these professionals and the re-

spondents of our survey could be reported and, indeed, have been mentioned.

From the interviews, we derived our online questionnaire, including the set of features,

which we tested and enhanced with cognitive interviews. We chose not to use a standard-

ized set of features and criteria [75, 76], since these appeared too limited, and too coarse

for ID care. The questionnaire contained some questions with a fill-in ‘Other, . . . ‘answer

option. By discussing and synthesizing these answers, we experienced the added value

of authors from different disciplines.

For the satisfaction questions, we adopted Likert-type scales despite their metric limita-

tions, because they are familiar and therefor easy for respondents. Despite our carefully

designed questionnaire, the drop-out rate was 16%. Fortunately our data was rich, be-

cause many and various respondents gave ‘Other, ...’ answers.

2.4.4 Practical implications

This study showed that the current EPDs are not satisfactory for the special needs in

ID care. This indicates that in-depth knowledge of the specific ID care setting is neces-

sary for the development of HISs, since it is more complex than other types of care. In

the Netherlands, complexity might further increase due to the recently introduced legal

obligation to give people with ID access to their own dossier [77]. This access is usually

provided through a client portal which is also listed as a feature in Table 2.3. In practice,

relatives often also have access to this system, which allows them to monitor care. Also,
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the legal representatives make the decisions about what happens to the data of the peo-

ple with intellectual disabilities, if they cannot decide about these topics this themselves.

This creates a complexity for system access and usage of the data. Furthermore, the large

number of identified HISs (52) causes multiple interoperability problems.

This complexity, and the aforementioned problems with usability calls for a modular

system, that serves as an ECD, EPD, and client portal, where ID modules with particular

features can be removed and added as required. The modular system may reduce costs,

because of it’s decomposability.

A modular HIS for ID care should be based on standards for information exchange and

a reference software architecture [78]. Furthermore, a reference architecture may help

make data in ID care more suitable for research by combining privacy standards with the

FAIR data principles [64].
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2.5 Conclusions

In conclusion, answering the general research question, in care for people with ID a

wide range of different HISs is used. Despite some satisfaction with the HISs, many

problems remain to be solved. Future work will be the design of a reference architecture

for modular HISs in ID Care.
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Additional table 2: (Table 5 by care professional groups) Most frequently identified HIS problems, for each group

of care professionals. MH&D = mental health and development

Problem Daily

Care

ID Physi-

cian

MH&D Other

Care

Total

Hard to retrieve information in system 60 80 30 15 185

Difficult to exchange electronic client/

patient dossiers with other caregiver

29 77 21 22 149

System is slow 59 58 18 12 147

Having to work in multiple systems at

the same time 17 86 15 17 135

System is unavailable 55 47 18 6 126

Updates change the system 53 29 17 7 106

Hard to exchange information with other

systems within care institution

36 24 12 10 82

Primary care classification method not

differentiated enough for ID care

-
b

64 6 5 75

Bad user interface 3 1 2 0 6

User roles and permissions 1 2 0 0 3

Other problems
a

2 2 1 0 5

No problems at all 9 3 0 3 15

a
Problems that could not be classified into one of the above problems

b
Not provided as an answer option in the survey for this system
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Additional table 3:(Table 6 by care professional groups): The features the care professionals reported missing.

MH&D = mental health and development

Missing Feature Daily

Care

ID

Physi-

cian

MH&D Other

Care

Total

Link with other systems 1 16 0 3 20

Providing overview 3 7 1 1 12

Prescription management and monitor. 1 8 0 3 12

Information exchange 1 7 1 1 10

No feature but problem 1 5 3 0 9

Uploading of files 3 3 1 1 8

External correspondence 0 5 2 0 7

Clinical notes management 0 5 0 1 6

Electronic prescription 0 5 0 1 6

Access to parts of system 0 4 0 0 4

Epilepsy module 1 2 0 1 4

Detailed reporting 1 2 0 0 3

Lab information 0 2 0 1 3

Data search and filter 0 1 0 1 2

Insult registration 0 2 0 0 2

Other 2 2 5 1 10
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Background: Currently many healthcare systems are sup-

ported by an increasing set of Health Information Systems

(HISs), which assist the activities for multiple stakehold-

ers. The literature on HISs is, however, fragmented and a

solid overview of the current state of HISs is missing. This

impedes the understanding and characterization of the re-

quired HISs for the healthcare domain.

Methods: In this article, we present the results of a System-

atic Literature Review (SLR) that identifies the HISs, their

domains, stakeholders, features, and obstacles.

Results: In the SLR, we identified 1340 papers from which

we selected 136 studies, on which we performed a full-text

analysis. After the synthesis of the data, we were able to

report on 33 different domains, 41 stakeholders, 73 fea-

tures, and 69 obstacles. We discussed how these domains,

features, and obstacles interact with each other and pre-

sented suggestions to overcome the identified obstacles.

We recognized five groups of obstacles: technical problems,

operational functionality, maintenance & support, usage

problems, and quality problems. Obstacles from all groups

require to be solved to pave the way for further research

and application of HISs.

Conclusion: This study shows that there is a plentitude of

HISs with unique features and that there is no consensus

on the requirements and types of HISs in the literature.

This chapter is based on an article published in an international journal:

Tummers, J., Tekinerdogan, B., Tobi, H., Catal, C., & Schalk, B. (2021). Ob-

stacles and features of health information systems: A systematic literature

review. Computers in Biology and Medicine, 137, 104785.
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3.1 Introduction

Nowadays the healthcare sector is becoming increasingly dependent on the supporting

information systems. Currently, for example, almost every registration happens digitally

and digitization in healthcare is rising [79]. Only a few decades back, the first transition

was made from the paper-based record to the electronic health record [80], today we

discuss using techniques such as blockchain to exchange health data [81]. The first digiti-

zation arrived at academic medical facilities [80, 82], but since then also other domains of

the healthcare sector use their information systems. For example, a General Practitioner

(GP) uses a GP information system, a pharmacist a pharmacy information system, and a

laboratory technician a laboratory information system. All these systems can be catego-

rized as Health Information Systems (HISs).

Typically HISs assist healthcare organizations in processing data, information, and

knowledge in order to contribute to high-quality, efficient patient care [1, 34, 35]. The

HIS is considered as a building block of the complete health system, and therefore a

well-functioning HIS is a vital aspect for delivering excellent care and receiving reim-

bursement for the care given [36, 37]. This importance also emerges from the following

statement of the WHO [36]: ”A well-functioning health information system is one that en-
sures the production, analysis, dissemination and use of reliable and timely information on health
determinants, health system performance and health status.” For this article, we consider a

comprehensive HIS from all different domains of the healthcare sector.

Whereas in the past registration was often done on a dedicated desktop computer, today

it is also increasingly done on other platforms such as mobile phones, tablets, or a central

computer server [83–85]. Due to the differences between healthcare domains and deploy-

ment methods of HISs, each HIS has unique characteristics, which we define as system

features. HISs used to have the sole function of keeping track of medical history, but the

range of features is currently much wider. All features together define the functionality

of the HIS. Widely used features of HISs are, for example, clinical notes, medication reg-

istration, and electronic health record management [86–88].

In practice, several obstacles can be identified related to the development, usage, and

maintenance of these HISs. Similar to the features of HISs, these obstacles have been

reported in different studies. Although HISs have been considered in multiple studies,

it remains unclear which features are provided by an HIS, which are the obstacles of

HISs, and which stakeholders and healthcare domains they support. The objective of this

study is to use a systematic literature review (SLR) to assess the current state of HISs. By

current state, we mean mapping who is using the systems (stakeholders), where they

are using it (domain), how they are using it (deployment), what they are using it for

(features) and what they are facing in this use (obstacles).

Most previous literature reviews focus on one or two obstacles, such as privacy [89, 90]

, interoperability [81, 91], or quality [92, 93]. These reviews attempted to find solutions

to these obstacles based on the articles identified. However, a literature review that iden-

tifies and quantifies all the different types of obstacles is not currently available. Such a
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literature review could help provide an overview of the wide range of obstacles faced

by the various stakeholders. The study can be of benefit for both practitioners and re-

searchers. Practitioners could identify the obstacles and take these into account for de-

veloping the required system. Researchers can focus on the identified obstacles and

challenges and thus further advance the research in this domain.

We use the guidelines of Kitchenham et al. [94] for performing SLRs, which were de-

veloped for the software engineering domain. Therefore, this is not a generic narrative

literature review but focuses on a limited number of aspects of HISs that we want to

quantify in this study. We begin by presenting the review protocol in Section 2, and the

paper continues with the results in Section 3.3. Section 3.4 presents the discussion, and

finally, Section 3.5 provides the conclusions.
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3.2 Review protocol

For the SLR, we followed the guidelines presented by Kitchenham et al. [94] in which

guidelines from, amongst others, the Cochrane Collaboration [95], are adapted for soft-

ware engineering.

Our review protocol is presented in Figure 3.1. It started with the definition of the search

strategy to construct the query; this was an iterative process until we got a search string

that we found sufficient. Then, in the second step, a set of study inclusion and exclusion

criteria was identified. To exclude low-quality studies, we designed the quality assess-

ment method in step three. In the fourth step, we designed a data extraction form with

which we could extract the elements (healthcare domains, stakeholders, features, and

obstacles) needed to answer the research questions. In the fifth step, a synthesis method

was determined to summarize the different text elements identified into results in the

fifth step.

Figure 3.1: Review protocol for our SLR. Adapted from Kitchenham et al. [94]

3.2.1 Search strategy

We performed an automated search for full papers in three bibliographic databases:

Web of Science (the most general library), IEEE Xplore (that aims at IT and computer

sciences), and PubMed (that focuses on health and biomedical sciences) using standard

filtering options to search for articles in computer science, medical information system,

and medical informatics. The search query consisted of four building blocks (Table 3.1)

and was performed on the title and abstracts.
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Table 3.1: The search query used for this SLR. The syntax presented below was used for Web of Science, the other

two databases required a slightly different syntax but contained the same building blocks

Building Block Syntax

Information technology "Information Technolog*" or ICT or "Information

and Communication Technolog*" or "Computer

system" or "Information System" or Informatics

AND

Information System "electronic health record" OR "Electronic medical

record" OR "Electronic patient record" OR "patient

record system" OR "Clinical decision support sys-

tem" OR "Computer Patient Record" OR "Patient

care information system" OR "Electronic client

record"

OR

((Health* OR Medical OR Patient OR Client)

NEAR/4 (Manage* OR Informat*)) NEAR/4

(Software OR System* OR Tool OR Platform)

AND

Healthcare domain Health* OR "General practitioner" OR "Family prac-

tice" OR Hospital or Physi* OR "Primary care" OR

Paramedic OR Disease OR Prevent* OR care OR

cure OR GP OR doctor OR dent* OR medic* OR

pharma* OR psycho*

AND

Characteristics Feature$ OR Function* OR Module$ OR Obstacle$

OR Problem$ OR Demand*

The first three building blocks were used to ensure articles related to ICT and computer

science on information systems used in health care. The last block, ”Characteristics”, was

added to make sure that the articles actually describe an HIS. The final search for papers

published in 2009 – 2020 was performed on May 27th, 2021. The search yielded a total

of 1480 articles, and after removing duplicates 1340 unique articles remained (see Figure

3.2).

3.2.2 Study selection criteria

We split the study selection criteria into inclusion and exclusion criteria (Table 3.2). These

criteria were developed in an iterative process involving all authors and a random sam-

ple of 20 abstracts. We excluded studies that met any of the nine exclusion criteria and

included studies that met inclusion criteria only. Two authors followed this strategy on a

randomly chosen set of 23 abstracts, yielding an inter-rater agreement of 78%. If the au-

thors disagreed, the abstract was discussed until consensus was reached. After applying

the selection criteria on abstracts, 281 articles (see Figure 3.2) remained for which the full

text was sought.
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All articles could be retrieved, and in the process of reading the full papers, another

118 articles were discarded based on the selection criteria from Table 3.2, which left 162

articles for the quality assessment.

Table 3.2: Study exclusion and inclusion criteria

No. Exclusion Criteria

EC1 The abstract does not describe one or multiple Health Information Systems

EC2 Study using an HIS, but study not targeted on an HIS

EC3 Health Information System for animals

EC4 Other than survey studies within an HIS as PROMIS

EC5 Papers without full text available

EC6 Papers not written in English

EC7 Duplicate publication from multiple sources

EC8 Papers do not relate to the health sector

EC9 Literature Review papers

No. Inclusion Criteria

IC1 Study that develops one or multiple HIS

IC2 Study that reflects one or multiple HIS

IC3 Study that develops a new module for an HIS

IC4 Study that reflects on an module of an HIS

IC5 The system is actually implemented or is a prototype under development

3.2.3 Study quality assessment

The third step from the review protocol was the quality assessment of the 162 remain-

ing articles. The quality assessment criteria (Table 3.3) were adapted from Kitchenham

et al. [94]. For each of the eight criteria up to 1 point could be obtained (1 point for a fully

met criterion, ½ for partly met, and 0 for not met at all), yielding quality scores between

zero and eight points. For example, if the study’s aim was clearly stated in the introduc-

tion (anticipated place), a full point (1.0) was awarded, and if the study’s aim was not

expressed, no point was awarded. If the aim was vaguely specified or not at the expected

location, a half-point (0.5) was granted. These assessment criteria were the same or al-

most the same as those in [96–100].

Table 3.3: Quality Assessment Criteria

No. Question

Q1 Are the aims of the study clearly stated?

Q2 Are the scope and context and research design of the study clearly defined?

Q3 Are the variables in the study likely to be valid and reliable?

Q4 Is the research process documented adequately?

Q5 Are all the study questions answered?

Q6 Are the negative findings presented?

Q7 Are the main findings stated clearly? regarding creditability, validity, and reliability?

Q8 Do the conclusions relate to the aim of the purpose of the study? Reliable?
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Figure 3.2: PRISMA statement flow diagram [101]

To be included, the articles required a score of four or higher, resulting in an analytic

set of 136 articles (see Figure 3.2). The distribution of the quality scores is depicted in

Appendix 3.5.

3.2.4 Data extraction

The development of the data extraction form was an iterative process where initially, the

form converged after about a dozen papers into the form depicted in Figure 3.3 and was

used for all 281 full-text articles. If a primary study mentioned one or more elements of

the data extraction form, we wrote them down. We did not look for an exact match be-

tween article and form. For example, what we call targeted domain was amongst others

called context, scope or sector in articles, and if an article listed actors to refer to stake-

holders, we entered the list of actors in the form, maintaining the original wording. All

elements from the data extraction form are explained in Appendix 3.5.
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Figure 3.3: The data extraction form used in this study. NA = Not applicable, NM = Not mentioned

With the form, we identified that authors mentioned a total of 114 different healthcare

domains, 437 stakeholders, 1926 features, and 982 obstacles.

3.2.5 Data synthesis

The synthesis for this study was done for the stakeholders, healthcare domains, fea-

tures, and obstacles identified in the analytic set of 136 studies. For each of the elements

(Healthcare Domains, Stakeholders, Features, and Obstacles) the following protocol

was followed. After identification of duplicates and spelling dissimilarities, (near) syn-

onym words were clustered into categories using a bottom-up strategy. The first author

categorized all elements. The other authors categorized at least one element. The final

categorization presented in this paper was a consensus decision based on plenary discus-

sions. After the categorization, we got a total of 33 healthcare domains, 41 stakeholders,

73 features, and 69 obstacles.
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3.3 Results

This section begins with a description of the 136 papers included in the analytic set and

continues with the results for each research question. The references of the 136 included

studies are listed in the Appendix.

3.3.1 Analytic set description

We included studies from the last twelve years; each year yielded at least 5 articles, the

maximum being 21 articles from 2020 (for more detail see Figure 3.4). The most fre-

quently occurring journal was the International Journal of Medical Informatics, with

23 occurrences. On the second place was BMC Medical Informatics and Decision Making

closely followed by the journal of the American Medical Informatics Association, with

fifteen and thirteen occurrences respectively. Forty-six journals only appeared once in the

analytic set. The frequency distribution over the journals can be found in Table 3.4.
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Figure 3.4: The year-wise distribution for the 136 studies in the analytic set.

Table 3.4: Journals that published two or more of the 136 studies in the analytic set.

International Journal of Medical Informatics 23

BMC Medical Informatics and Decision Making 15

Journal of the American Medical Informatics Association 13

Applied Clinical Informatics 7

Journal of Medical Systems 6

Methods of Information in Medicine 4

Health Informatics Journal 3

IEEE Access 3

JMIR Medical Informatics 3

CIN-Computers, Informatics, Nursing 2

Computer 2

EGEMS (Washington DC) 2

IEEE Journal of Biomedical and Health Informatics 2

Journal of Biomedical Informatics 2

Studies in Health Technology and Informatics 2



3.3 Results 39

3.3.2 Which HISs are described in the literature?

In total, 128 unique HISs could be identified. The most frequently mentioned HIS was

EPIC, but the vast majority appeared only once. Typically there seems to be a relation

between the HISs and the healthcare domains, although some HISs seemed to have a

broader scope and appeared in multiple healthcare domains. Different ways to cater to

specific needs of functionality were observed: e.g. a mobile application to record blood

sugar measurements, or a desktop application if much text needs to be entered. Most

studies did not mention the deployment model of the HISs, others investigated mul-

tiple HISs and provided few details only. We identified that 28 studies mentioned a

Web/Client-server application as the deployment model, eleven studies a Mobile appli-

cation, and only seven studies mentioned the Stand-alone/desktop application as the

deployment model.

3.3.3 Healthcare domains

We identified 33 different healthcare domains for the HISs (Table 3.5), of which some

domains were location-specific (e.g. hospital) and others disease-specific domains such as

ophthalmology. Hospital occurred most frequently followed by the primary care domain. In

the articles from 2020, COVID-19 was mentioned three times as infectious disease domain.

Table 3.5: The identified healthcare domains from the analytic set of 136 studies and the number of articles in

which they occur

Hospital 49 Allergy and immunology 2

Primary care 20 Brain disorder 2

Pediatrics 8 Cardiology 2

Infectious disease care 7 Community health 2

Laboratory 5 Nursing 2

Medication 5 Surgery 2

Outpatient care 5 Telehealth 2

Radiology 5 Alternative medicine 1

Diabetes care 4 Care for homeless 1

Care for chronically ill 3 Emergency care 1

Dentistry 3 Geriatric care 1

Maternal-fetal medicine 3 Ophthalmology 1

Mental health 3 Public health unit 1

Neurology 3 Rare diseases 1

Oncology 3 Telemedicine 1

Palliative care 3 Transmural care 1

Pulmonology 3
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3.3.4 Stakeholders

We identified 41 different stakeholders in the data, which we grouped according to their

in/direct use or technical involvement in the HISs (Table 3.6). The largest group were

the direct users of the HISs (mentioned in 114 articles). Indeed, Physician without further

details and Nurse were the most frequently mentioned stakeholders. Seventy-eighth of

the articles mentioned indirect system users who are influenced by the system, but do

not utilize the system themselves such as Patients. Forty-five articles referred to technical

stakeholders, such as IT staff. Articles related to the hospital domain had a focus on direct

system users, whereas in-direct system users such as patients were mentioned in rela-

tively few papers. Articles in the primary care domain identified a relatively large number

of stakeholders and often represented opinions and experiences of direct users, in-direct

users, and IT staff.

Table 3.6: The identified stakeholders from the analytic set of 136 studies and the number of articles in which they

occur
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Patient 44

Nurse 63 Healthcare manager 30

Medical specialist 43 Researcher 13

Administrative Staff 29 Patients family/relatives/representatives 5

Pharmacist 19 Student 5

Laboratory technician 16 Counselor 2

Therapist 14 System administrator 2

Medical assistant 13 Healthcare association 1

Regulator/policy maker 9 Insurance company 1

Resident physician 7 National expert 1

Secretary 7 Health promotion worker 1

Educator 6
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IT-staff 22

Healthcare consultant 6 Healthcare informatician 18

Data clerk 5 System developer 12

Dentist 5 Software vendor 7

Receptionist 4 Statistician 4

Social worker 3 Technical staff 3

Biomedical engineer 2 IT expert 3

Hospice staff 2 System manager 1

Alternative medicine practitioner 1 Technical writer 1

External system 1



3.3 Results 41

3.3.5 Features

We could identify 72 unique categories of features based on 128 of the 136 papers (see

Table 3.7). The data on features differed in the level of abstraction due to the bottom-up

approach we applied: they range from general features such as Quality control to specific

functionalities such as Death registration. We then grouped the features into two types:

general features, and sector-specific features. General features such as Documentation
and Reporting relate to information systems in general, not necessarily to HISs, and were

listed in 123 papers out of 136 papers. In addition, 125 papers mentioned sector-specific

features. We observed that articles aiming at a specific medical domain, such as radiology
or neurology, included sector-specific features, for example, related to medical imaging,

without ignoring the general features.



42 3 Study 2: Systematic literature review on health information systems

Table 3.7: Identified features from the analytic set of 136 studies and the number of articles in which they occur
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Medication recording 68
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Reporting 57

Patient record 62 Order management 47

Lab test results 54 Reminders and alerts 45

Clinical decision support and guidelines 47 Administration and finance 43

Diagnosis/ clinical assessment 47 Video and image analysis 40

Patient tracking and monitoring 41 Documentation 39

Clinical notes 37 Appointments and scheduling 33

Treatment planning 33 Recording demographics 28

Recording vital signs 32 Problem list 27

Laboratory functionality 31 Internal communication 27

Specialist care feature 28 Data visualization 20

Medication prescription 26 Data import and export 20

Disease monitoring 25 Data and record exchange 20

Patient admission and registration 24 Staff and patient education 17

Radiology management 24 Data storage 17

Patient health status registration 22 External communication 15

Allergy recording 19 Data and system integration 14

Patient care overview and summaries 19 Security and risk management 12

Immunization and vaccination registration 16 Inventory management 11

Making discharge summaries 15 Data search 10

Consultation documentation 14 Workflow support 9

Referrals 14 Quality control 9

Patient portal 14 Authentication 7

Pharmacy functionality 12 Task management 6

Recording blood values 10 Remote access 6

Medical forms and questionnaires 9 Human resource mgmt. 6

Medical data analysis 8 Evaluation and benchmarking 5

Recording symptoms 8 Sensor management 3

Care coordination 5 Voice control 2

Clinical measurements 5 Setting goals 2

Food management 5 Prognosis 2

Death registrations 4 Help function 2

Telehealth 4 To do list 1

Visit management 3 Data sharing 1

Family planning 1

Informing patient and family 1

Lifestyle suggestions 1

Pain recording 1



3.3 Results 43

3.3.6 Obstacles

We obtained a set of 69 obstacles, presented in Table 3.8. Most identified obstacles relate

to missing features of the HISs and limited use of the system. We grouped the obstacles

into five different groups: Technical problems, Usage problems, Quality problems, Oper-

ational functionality, and Maintenance & support. Technical problems include obstacles

related to the installation of HISs, hardware availability, and network speed and avail-

ability. These technical problems are often a problem of the mediocre design of HISs.

Often the root of these problems lies in the inadequate infrastructure of information and

communication technologies.

Many usage problems such as poor system usability and problems with user training

were identified. Fruther, several articles described a low adoption rate of HISs, leading

to limited use. This is probably due to issues such as low user satisfaction and lack of

limited education of stakeholders, which leads to the system being used less. Quality

problems are often related to poor data quality but also to the poor quality of the HIS

itself. Some studies even reported the loss of data and the failure of systems, which can

affect patient safety. Many of these quality problems came from poor interoperability

between different systems and the data in these systems. Obstacles related to the opera-

tional functionality of the system often resulted from missing features or problems with

specific features of the system. This often led to users having to use multiple systems.

Furthermore, the fit with the clinical workflow was not always optimal; often there was a

different sequence here, which again could lead to taking away from the patient’s atten-

tion.

Maintenance & support obstacles were reported to come from a lack of professional

support and poor system maintenance. Often, care professionals found communication

with the IT department to be poor to nonexistent, and furthermore, the documentation

of the HISs was often not up to par either.

Nearly two out of three papers mentioned obstacles related to Technical problems (81

out of 136 papers) or Usage problems (80 papers). Obstacles related to Quality problems,

Operational functionality, and Maintenance & support were mentioned in 67, 66, and

47 papers, respectively. Most obstacles seem to be generic and not related to a certain

domain. Furthermore, we could not discover any connections between the obstacles,

stakeholders, and features.
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Table 3.8: Identified Obstacles from the analytic set of 136 studies and the number of articles in which they occur
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Poor interface design 27
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Limited use 36

Lack of standards 24 Time consuming to use 21

Poor security 19 Lacking user training 21

Lack of data and system integration 18 Poor system usability 21

Hardware/Power problems 16 High system complexity 20

Poor privacy 14 Uneducated users 15

Poor data and system availability 13 Data and system inefficiency 13

Performance problems 11 Duplicate documentation 10

System limitations 10 Manual work 7

Network problems 10 Incorrect usage 6

Poor hardware availability 10 Navigation issues 6

Poor data exchange 7 Low trust in system 6

Poor system accessibility 7 Low user satisfaction 5

Lacking infrastructure 6 User disagreement with system 4

Data and system reliability 6 Finding data 4

System down 6 Meeting user needs 4

System installation problems 2 Information overload 2

Poor scalability 2 Lack of awareness 2

Problems with data & system storage 1 Maximum use of system to usage 2
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Missing features 47 Low system usefulness 2

Bad fit with clinical workflow 17 Hygiene problems 1

Problems with specific features 14 Use of free text for registrations 1

Captures attention away from patient 12
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Lack of data and system interoperab. 24

Requirement of multiple systems 6 Low data quality 21

Work in unique & specific setting 5 Poor system development 12

Poor working environment 4 Data and system inconsistencies 11
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Lacking professional support 25 Data loss 10

High system costs 23 Faulty system 9

Poor communication 11 Data input/output/Propagation 8

Legal and bureaucratic problems 9 Poor data integrity 4

Lack of help and documentation 7 Low system accuracy 4

Poor system updates 5 Poor patient safety 2

Low trust in supplier 3 Fragmented data 2

Medical error 2

Poor system natural language 2

Data interpretability 1
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3.4 Discussion

To the best of our knowledge, this is the first SLR for HISs that identified the current state

of HISs by focusing on the healthcare domains, stakeholders, features, and obstacles. In

this discussion, we critically reflect on the results, compare this study with related work,

and discuss possible threats to validity.

3.4.1 Critical reflection on the results

Following the guidelines of Kitchenham et al. [94], we identified 136 primary articles

from which we extracted data to identify the current state of HISs. A large percentage

of the articles focused on HISs for hospitals and related domains, such as surgery and

pathology. The dominance of HISs for hospitals probably influenced the distribution

of categories of stakeholders and features we report. We think this influence is much

smaller in the obstacles because the only health sector-specific category appears to be

Usage problems.

The stakeholders we identified were mainly medical; not many different technical stake-

holders were identified. This may be due to the dominance of medical informatics jour-

nals in our analytic set (see Table 3.4). Researchers or developers of HISs can use this list

of stakeholders as input for stakeholder analysis, using a mapping technique such as that

of Mendelow [102]. In the relatively few articles that mentioned delivery method, the

web application was most often mentioned. This is a contradiction with practice, where

still a lot of stand-alone applications are used, although the use of smartphones in health-

care is rising [103]. This contrast between the state-of-the-practice and the state-of-the-art

may have to do with health care providers’ concerns about hygiene and data leakage

[104].

A better design of HISs may help overcome many of the obstacles related to technical

problems. For example, one could use the guidelines from Zahabi, Kaber, and Swangnetr

[105] or the standards from ISO 9241 part 12[106] to develop user-friendly and secure

user interface for HISs. Other technical problems can often be overcome by using the

right architecture for the right deployment. For example, in developing countries with

frequent power and/or internet outages, having a desktop computer in combination

with a web application is not very useful. A mobile application on the other hand, with

a (temporary) local storage, can also function during power and/or internet outages.

[107] The obstacles in the Usage problem group can often be overcome by more and

better education and training for users of HISs. Younge, Borycki, and Kushniruk [108]

reviewed multiple training methods for end-users with HISs and concluded that it is

most effective to use a combination of training approaches and provide and continue

training during implementation, orientation, and post-implementation. This can lead to

the users appreciating the systems more and increasing the efficiency of using the HIS.

The obstacles related to the Quality of HISs and their data can be a significant barrier

for further adoption and use, including the application of techniques such as machine
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learning. In order to ensure interoperability with other systems, standards such as HL7

FHIR should be used [109]. Furthermore, the diagnoses in the systems should also be

standardized using codes such as ICPC-2 or ICD11 [110, 111]. Developers of HISs can use

one of the many standards for healthcare data, such as reviewed in Schulz, Stegwee, and

Chronaki [112], although there is minimal international consensus on the use of these

standards.

Multiple obstacles are related to (missing) operational functionality of HIS, which might

be because of the rapidly changing and increasing complexity of care. An overview of

the available features helps to overcome problems related to the operational functional-

ity. Additionally, it is important to ensure that the HISs integrate well with the clinical

workflow. This can be done by a workflow assessment in multiple steps, as was done for

example in [113].

Problems related to maintenance and systems support can be solved by better assis-

tance from healthcare organizations, as well as from software vendors. According to

Dehaghani and Hajrahimi [114], proper maintenance is key to the lifespan of HISs and

it is crucial to determine the costs of maintenance in advance so that the costs are not

getting out of hand. Good cooperation between the healthcare organization and the soft-

ware supplier is key to solve the problems related to maintenance and support while

keeping the costs under control. Furthermore, each HIS must have solid documentation

and a manual that is understandable to the healthcare professional. This documentation

must meet several requirements, as described in the IEEE/ISO/IEC 26511-2018 standard.

We foresee that the development of HISs in terms of features may go in two directions.

There could be complete systems that contain almost all features, or there could be a

switch to a platform structure that works with plug-ins from different developers. In

order to move towards a platform structure, it is important to have a clear view of the

architecture of HISs. A reference architecture for HISs would support HIS design by

serving as a guideline. To the best of our knowledge, a reference architecture is, however,

not yet available for HISs.

In this paper we scrutinized articles on the operational usage of HISs and suggest the

importance of the yet lacking reference architecture. Future work will, therefore, involve

the creation of a reference architecture for HISs based on domains, stakeholders, features,

and obstacles identified.

3.4.2 Related work

Other reviews on HISs [115, 116] had a different focus or goal compared to this paper.

Rahimi and Vimarlund [116] reviewed methods used to evaluate HISs but did not focus

on the HISs themselves. They did indicate several obstacles that we also identified to user

satisfaction, such as timeliness and usability, and costs of HISs. Sligo et al. [115] reviewed

the literature on HISs project planning, evaluation, and implementation in their study on

HIS influence on organizational change. Commonalities between this review and ours

are mainly on obstacles, for example limited use, and the lack of trust in the IT capability
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of the supplier. These reviews [115, 116] studied the interaction with the system, and

consequently identified many stakeholders’ concerns, whereas we systematically looked

at the system’s side.

There are many more reviews (than [115, 116]) for specific health care domains [117–119].

This means that the literature on HISs is fragmented which impedes the understanding

and characterization of HISs for the healthcare sector. A solid comprehensive overview

of the current state of HIS was missing. E.g. Ball [118] presented perspectives on prob-

lems and prospects for hospital information systems. The article by Janett and Yeracaris

[119] presents challenges with electronic medical records in U.S. primary care. Like our

article, they present the lack of interoperability and missing standardization as an ob-

stacle for further system development. All kinds of stakeholders, features, and obstacles

presented in Ball [118] and Janett and Yeracaris [119] were also found in our study, but

our study had a broader scope and, therefore, presented more diverse stakeholders, fea-

tures, and obstacles.

Some articles do not give a complete overview of HISs but focus on one aspect only. For

example, [120] does a stakeholder analysis to identify users of HISs. They identify only

three major types of stakeholders, which they further detail in use cases: Physicians, clin-

icians, and patients, which are also present in Table 3.6 with more detail. Kumar et al.

[121] identified research gaps in routine health information systems by means of a lit-

erature review for low- and middle-income countries. From 316 studies they identified

obstacles related to data quality, data use, and system design. They present several re-

lated obstacles but do, unfortunately, not present them in a structured manner, which

makes comparison with our article difficult.

Kruse et al. [122] performed an SLR with 55 primary studies on how electronic health

records support population health. They identified a set of facilitators and barriers for

the adoption. These barriers show many similarities with our obstacles, such as miss-

ing data, interoperability, productivity loss, and complex technology. They suggest

more comprehensive standards for the interoperability of electronic health records. A

study that mentions the key features of a European Union health information system is

Rosenkötter et al. [123] .Unfortunately, they have a different notion of feature as in our

study. The focus is on the most important aspects for developing a new system; for exam-

ple, a feature in this study is “Sustainabilty”. The four main functions of HISs according

to the WHO [124] are data generation, compilation, analysis and synthesis, and com-

munication and use. These functions are performed by the features that are in Table 3.7

under the ”general features” group. Interestingly the WHO does not mention functions

that are in our ”Sector-specific” features group.

Papers which describes the challenges of HISs are Ngafeeson [125] and Roehrs et al. [126].

Ngafeeson [125] mention IT adoption as a challenge, but otherwise group the problems

into four groups: related to the technology itself, the healthcare setting, the users of the

system, and the regulatory environment. These challenges are all reflected in the ob-

stacles in Table 3.8, where we provide more detail on the obstacles. The SLR with 48

primary studies from Roehrs et al. [126] on personal health records identifies many chal-

lenges and open issues for personalised health records (PHR). Furthermore, they also
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identify 20 data types in personal health records, which show many similarities with

our identified features, such as demographics, documents, prescriptions, and schedul-

ing. Subsequently, they provide an analysis on the architecture types of personal health

records and list eighteen standards.

3.4.3 Addressing Threats to Validity

The main threats to validity for any SLR are publication bias, selection bias, data extrac-

tion, and classification [127]. We tried to mitigate the risk for publication bias by selecting

three bibliographic databases with different focuses; negative results for a WoS journal

may have been particularly interesting for an IEEE journal (e.g. technical details into an

authentication protocol). There is always a chance that we missed some papers due to

our search protocol. The journal filter and search query were quite specific. Furthermore,

we did not apply snowballing nor did we include grey literature. Nonetheless, many

articles had to be discarded because they appeared off-topic when relying on the abstract.

Selection bias was mitigated by discussing and testing the inclusion/exclusion criteria by

the multidisciplinary set of authors on several occasions. 136 articles from three different

bibliographic libraries remained for analysis and we expect that adding more articles

would add little new information.

Threats to data extraction and classification are related to researcher bias. We mitigated

these threats by thoroughly and repeatedly discussing the data extraction form and op-

erationalization of each classification in the full author team. We decided to maintain the

different levels of abstraction of the stakeholders, features, and obstacles from the articles.

This way we limited uncertainty and bias in the classification, and give the reader better

insight in the heterogeneity of the articles. Furthermore, we tried to mitigate the risk of

overlooking a relevant text fragment or misinterpreting semantic relationships by a close

reading of each article.

With the measures described, we believe we mitigated the main threats to validity for

this review as much as possible.
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3.5 Conclusion

In this study, we systematically reviewed 136 articles on HISs that appeared in three dif-

ferent bibliographic databases over the past twelve years. The current state of HISs was

described by focusing on the elements: healthcare domains, stakeholders, features, and

obstacles. With this SLR, we believe we present a broad and comprehensive overview of

HISs.

According to the literature, most HISs are aimed at hospital care, whereas few studies re-

ferred to HISs in telehealth and telemedicine. Nonetheless, a wide range of direct system

users, in-direct systems users, and technical stakeholders were identified. The literature

described a wide variety of features related to general information systems, as well as a

wide variety of features related to the health care setting. Despite dependency on HISs,

more than 70 different obstacles could be distinguished. The huge heterogeneity in fea-

tures and obstacles may not only stem from the diversity of health settings studied, but

also from a lack of basic consensus.

In conclusion, the results of the presented work are useful for HIS researchers, users,

developers, and scientists. The lists of stakeholders, features, and obstacles presented,

may help managers in decision making and in system development or adaptation. The

overview of features and obstacles may be explored further by scientists and system

developers in order to design better HISs tailored to the healthcare domain. Scientists

from different disciplines may use this study to identify new research areas on HISs and

HISs data. In our future work, we will aim to develop an HIS reference architecture using

the lessons learned from this SLR.
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Figure 3.5: The quality score distribution for the 162 studies after applying the study selection criteria. The studies

on the left of the red dashed line are excluded from the results due to their low quality.
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Explanation of data extraction form

8: Targeted domain: The word(s) the authors used to describe the domain of the healthcare

sector in which the discussed HIS is applied. Example: hospital, dentistry, pharmacy,

etcetera

9: Main theme of study: Where is the study about? Example: Design of a reference

framework. This is used for the in/exclusion of the studies.

10: Assessment approach : What kind of an assessment strategy is applied. This is used for

the in/exclusion of the studies.

11: Delivery model: How is the software executed? Can be multiple answers. For example,

server applications and web applications go very often together.

12: Name of HIS: The name of the HIS if applicable. Example: Healthvision

13: Mentioned Stakeholders: The word(s) the authors used to describe the stakeholders

mentioned in the article. Example: Doctors, government, software developer etcetera.

14: Constraints/limitations: Are there any constraints or limitations to the article/HIS?

Example: Software not running, Very simple structure, etcetera. This was used for the

quality assessment

15: Mentioned Obstacles: The word(s) the authors used to describe the obstacles for HISs.

Example: Data integration, no end-to-end solution available, Performance assurance,

etcetera.

16: Mentioned features: The word(s) the authors used to describe the features of HISs

mentioned in the article. For example: Financial management, Appointment scheduling,

etcetera.

17: Saved data: The words the authors used to describe which data is saved in the HIS. For

example: Blood values, Patient demographics, etcetera. (This category was in the

synthesis merged with the features.)

18: Used country/place: For which country is the HISs developed? This field was later not

used for this paper.
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Background: Healthcare relies on Health Information Sys-

tems (HISs) to support the care and receive reimbursement

for the care provided. Healthcare providers experience

many problems with their HISs due to improper architec-

ture design. To support the design of a proper HIS architec-

ture, a Reference Architecture (RA) can be used that meets

the various stakeholder concerns of HISs. Therefore, the

objective of this study is to develop and analyze an RA fol-

lowing well-established architecture design methods.

Methods: Domain analysis was performed to scope and

model the domain of HISs. For the architecture design, we

applied the Views & Beyond approach and designed the

RA’s views based on the stakeholders and features from

the domain analysis. We evaluated the RA with a case

study.

Results: We derived the following four architecture views

for HISs: The context diagram, decomposition view, lay-

ered view, and deployment view. Each view shows the

architecture of the HIS from a different angle, suitable for

various stakeholders. Based on a Japanese hospital infor-

mation system study, we applied the RA and derived the

application architecture.

Conclusion: We demonstrated that the methods of the soft-

ware architecture design community could be used in the

healthcare domain effectively and showed the applicability

of the RA.

This chapter is based on an article published in an international journal:

Tummers, J., Tobi, H., Catal, C., & Tekinerdogan, B. (2021). Designing

a reference architecture for health information systems. BMC Medical

Informatics and Decision Making, 21(1), 1-14.
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4.1 Background

Healthcare relies on Health Information Systems (HISs) to support various care pro-

cesses and receive reimbursement for the care provided. Examples of functionalities are

financial management, daily reporting, and medication management [45, 69, 128]. Unfor-

tunately, current HISs still have some drawbacks. For example, lack of interoperability

resulting in care professionals having difficulty communicating files [88, 129]. Other

studies on HISs reported problems with poor interface design [59, 130], poor security

[131, 132], missing features [66, 133], lack of professional support [47, 60], limited use

[130, 134], and low data quality [69, 135]. Most of these problems occur when relevant

standards, procedures, and guidelines are not followed effectively.

Because HISs consist of many interrelated software modules that should communicate,

coordinate, and evolve over time [136], the software architecture is critical in HIS design.

Bass et al. [33] define the software architecture of a program or a computing system as:

”The structure of the system, which comprises software elements, the externally visible

properties of those elements, and the relationships among them.” The software archi-

tecture supports communication on the system, guides design decisions, informs main-

tenance, and facilitates architectural analysis of the overall system [137]. There are two

main approaches for software architecture design: informal and formal. The back-draw

of informal software architecture design relying on boxes-and-lines models, is that such

a representation of the system is hard to understand because it is not standardized and

does not follow a particular language. The formal approach follows the well-established

ISO/ISEC/IEEE 42010 standard [138], which ensures unambiguous communication.

A particular type of architecture that is generic and can help design specific software

architectures for multiple software systems is the Reference Architecture (RA). An RA

is a generic design that can be used to derive specific Application Architecture (AAs)

based on the identified stakeholders’ concerns, more quickly and with higher quality

[78, 139]. The RA serves as an architecture blueprint for future software architects and

should provide a standardized lexicon, taxonomy, and (architectural) vision [78, 140] .

In the (grey) literature, several RA designs have been proposed for HISs [141–148]. More

information on these RAs is available in the Related work Section.

In practice, the derivation of the AAs from RAs is not trivial for two basic reasons. First

of all, some of the proposed RAs do not focus on HIS in general, but only address the

hospital sub-domain [147, 149]. Secondly, the proposed RAs do not seem to follow a

proper architecture documentation guideline. [144–146, 148]. Furthermore, these RAs are

far from complete, which hampers the design of the required AAs.
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The problems stakeholders experience with HISs require more clarity in healthcare’s

complex digital landscape, a clarity that RA provides. Therefore, the objective of this

article is to develop an RA for HISs following well-established architecture design meth-

ods. The RA is dedicated to the healthcare domain and is represented using the software

architecture viewpoints. To illustrate and evaluate the RA, an AA was derived in a case

study on a Japanese hospital. The paper concludes with lessons learned and a discussion

of the proposed RA.
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4.2 Methods

4.2.1 Research questions

The following research questions were identified:

▶ RQ1: What are the stakeholders and their concerns related to HISs?

▶ RQ2: What is a feasible Reference Architecture for HISs?

▶ RQ3: Does the Reference Architecture allow for the derivation of a specific Applica-

tion Architecture?

Our approach to these questions is depicted in Figure 4.1. Domain analysis is defined as

the systematic activity for deriving and storing domain knowledge to support the engi-

neering design process [150]. Domain analysis consists of domain scoping and domain

modeling. Domain scoping identifies the domain’s scope and the necessary knowledge

sources to derive the key concepts [151, 152]. Domain modeling aims at representing the

domain knowledge in a reusable format.

Based on the domain analysis, we choose the relevant viewpoints [153] for our archi-

tecture design step. We continued with a case study, to evaluate the RA’s suitability for

deriving an AA.

Figure 4.1: The adopted approach for the RA design. Numbers inside tasks represent corresponding Section

numbers.
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4.2.2 Method for deriving and evaluating application architecture

The RA can be used as a starting point for creating an AA [139]. The AA is described in

this study as the software model of a specific application displayed through a combina-

tion of architectural views. To begin, an RA was created.

Figure 4.2: Methods used for deriving the AA. Each view from the RA will lead to a view in the AA, adopted

from [154]

The view of the RA was used to generate the corresponding view of the AA, as seen in

Figure 4.2. Figure 4.3 depicts the procedure followed for this derivation. For each view

of the reference architecture, this approach was used; the application’s necessary enti-

ties were first listed; then entities from the corresponding RA view were chosen based

on the entity from the application. The required entity is reused if it could be identified

in the RA; otherwise, a new entity was introduced to the AA. If the entity is located in

the RA, it was examined to see if it can be reused in its original state or whether it has

to be changed. If the names of the modules were the same or if the modules were inter-

changeable (e.g., financial management vs. economic management [155]), the modules

were considered entirely reusable. The module may be composed or decomposed if it is

not reusable in its present state and thus had to be modified. In a composition, multiple

RA modules were merged into a single AA module. As an example of a composition, a

data transfer module and data collection module could be merged into a data processing

module (see [156] ). After the decomposition, an RA module is broken down into several

smaller modules in the AA. Finally, the reusability of the RA’s entities was explored and

the RA’s usability (to derive the AA) considered. Concluding, making an AA for a partic-

ular settings (i.e. case study), serves as validation for the RA [139, 154].
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Figure 4.3: Approach followed in building AA from RA Adapted from Tummers et al. [154]

This approach as described above and depicted in Figure 4.3 , has been used in a variety

of other domains such as agriculture [154]supply chains [157], and smart warehouses

[151].
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4.3 Results

4.3.1 Domain analysis

To scope and model the domain, we performed a systematic literature review [158] to

identify papers in which HISs, their domains, stakeholders and, concerns and features

were described. This resulted in a set of 11 papers [59, 72, 133, 159–166].

Domain scoping

HISs cover a wide range of sub-domains within healthcare. Many HIS papers focus on

the hospital sub-domain [59, 160, 165], others focus on the primary care [133], pediatrics

[161], outpatient care [163, 165], and diabetes care [166]. The most common stakeholders

and their concerns for HISs development are presented in Table 4.1. While some stake-

holders are generic for HISs, such as the patient, other stakeholders are more domain-

specific, such as the Laboratory.

Table 4.1: Key stakeholders (in alphabetical order) and their main concerns.

Role Concerns

Administrative staff Wants easy data entering and retrieval

Automated data

source

A protocol to safely upload data from heart rate monitor, wearable tech-

nology,

medical robots, et cetera

Care professional Wants system to be easy to use such that information can be quickly

entered,

retrieved, and shared

Government Wants the system to comply with all their regulatory standards.

Healthcare

manager

Needs system to provide overviews and reports.

HIS developer Develops system in time within the planned budget

Insurance

company

Wants compatibility with their system for reimbursement.

Laboratory Wants compatibility with their measurement devices

Other HIS Needs to be able to communicate with HIS and exchange data

Patient and/or

representative

Wants data to be stored safe and secure. Wants care professionals to have

the right

information at the right time. Wants reimbursement of care.

Pharmacist Needs medication management to be an integral part of the system

Plug-in developer Wants easy to use platform for plug-in development

Research institute Needs system to provide structured data such that it can be used for

research.

Secretary Needs system for making appointments and administrative tasks.

HIS

administrator

Wants system that is easy to maintain and adequately documented.
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Domain modeling

To model the features of the HIS domain, feature modeling was adopted. A feature

model represents the domain knowledge and desired system by distinguishing com-

mon, alternative, and optional(e.g., sub-domain specific) features of the system, and the

interdependencies amongst these features [167]. The feature is defined as ”a prominent

or distinctive user-visible aspect, quality, or characteristic of a software system or system”

[168]. Sub-features of a more general feature are shown under the most general feature in

a tree-shaped model [168]. Our feature model for the HIS is presented in Figure 4.4 and

is based on the features mentioned in the literature.

We split the full set of features into six main features (Middle column of Figure 4.4). The

Generic Management Information System (MIS) feature contains non-domain-specific

features. The Data management feature contains features related to the management

of data and data-driven decision-making by care professionals. Medication manage-

ment and Patient monitoring are typical HIS features. Planning & scheduling is a feature

mainly used by secretaries and administrative staff. Last, but certainly not least, the Secu-

rity feature must ensure the system’s resilience and protection of its data.
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Figure 4.4: A downsized version of the Feature model for HISs. Numbers on the right-hand side of the features

represent the number of sub-features not shown.
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4.3.2 Architecture design

In the next section, the selected viewpoints were used for designing the RA are de-

scribed. In the subsequent sections, the HIS RA views were built from these four view-

points.

Selection of views

Although the HIS’s main purpose is to assist in the current daily operations, it should

also be flexible and adaptable to facilitate different long-term visions [136, 169]. To do so,

the RA needs to cover all features of the feature diagram in Figure 4.4. The RA should

also cater to users in all different sub-domains of healthcare and facilitate tailoring to

local needs. After all, a hospital HIS needs to meet different demands than a general

practitioner’s HIS and thus, will have different architectural decompositions.

For modeling the RA, we adopted the Views & Beyond (V&B) approach [153]. This ap-

proach consists of selecting out of 17 predefined viewpoints the ones of interest to certain

stakeholders. The four viewpoints of particular interest to key stakeholders in the health-

care domain selected for modeling the HIS RA are the context diagram, decomposition

view, layered view, and deployment view.

Context diagram

The context view of a system contains the entities that are outside the system’s scope but

have a direct relation with the system [170]. The context diagram represents the context

view and shows the system boundaries, environment, and the entities it communicates

with [171]. The reference context diagram for the HIS is presented in Figure 4.5.

The external entities and their communications with the HIS were based on the stake-

holders and their concerns from Table 4.1. Six external entities are considered obligatory:

the HIS cannot function without them. The optional entities can be absent in simpler

HISs such as automated data sources or are (sub)domain-specific, such as the labora-

tory. Besides, some (sub)domains may require specific entities that are not shown in the

reference context diagram. Many entities have two-way communication with the HIS,

meaning that the HIS communicates with the entity and vice versa. External entities

with a one-way communication with the HIS, are rarer. For example, a governmental

organization can receive reports from the HIS, but this organization has no authorization

to access the HIS data. We only describe one type of communication per interaction due

to space limitations, in practice, there are many more possibilities.
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Decomposition view

The decomposition shows how a system can be decomposed into multiple (sub)modules

and how they relate to one another (parent-child). This view often is the basis for HIS

design, development, and system documentation [172]. The decomposition view helps to

check for the presence of the required modules for all stakeholders. The HIS RA decom-

position view consists of six modules with 34 sub-modules, see Figure 4.6.

The first module is Medication management, containing sub-modules related to medica-

tion handling, distribution, and safety monitoring. The second module is Patient moni-

toring and contains sub-modules related to the assessment, admission, discharge, status,

and referrals of patients, and is input for the electronic health record. The Patient moni-

toring module also contains a sub-module labeled Patient portal in which the patient can

check his/her files. The Security module with the sub-modules Authentication, Autho-

rization, and Security mechanisms must ensure the privacy and security of the HIS and

its data. Module number four is Planning and scheduling, with sub-modules used by

various stakeholders to ensure proper care coordination. The Generic MIS module is not

healthcare specific. Its sub-modules are important to keep track of assets, such as staff

and inventory, to provide means for organization-wide communication, quality control,

and financial affairs. Often the features from the generic MIS module can be found in

so-called enterprise resource planning (ERP) systems. These systems are business man-

agement system solutions which are used for managing, automating, and integrating

all the business functions within an organization [173–175]. These five modules generate

data, which needs management. This happens in the Data management module, which

has sub-modules to ensure proper import, sharing, analysis, and data search.

Figure 4.6 shows all described modules and sub-modules of the RA for HIS. A specific

Application Architecture (AA) consists of a selection of these modules tailored to the

stakeholders’ requirements.
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Figure 4.5: The reference Context Diagram. Only the interactions considered the most important are shown.
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Figure 4.6: The reference decomposition view of the HIS.
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Layered view

The layered view reflects the software modules’ allocation into different layers, based on

a unidirectional “allowed to use” relationship between the layers Clements et al. [153].

We decided to base our layered view on the standard of enterprise software systems

because of its flexibility (Figure 4.7). Starting at the top, the layered view consists of a pre-

sentation layer with a User Interface (UI). The presentation layer relies on the business

logic layer that determines how data are created, stored, and processed. The business

logic layer contains the Planning and scheduling, Generic MIS, Patient monitoring, and

Medication management modules from the decomposition view (Figure 4.6). These four

modules, the backbone of any HIS, generate and use data from the Data management

layer. The Data management layer contains sub-modules to simplify access to the data.

To provide overall HIS security, a vertical layer connected to all three horizontal layers

was added. This Security layer contains the modules: Authentication, Security mecha-

nisms, and Authorization for safety and security at all system layers.

Figure 4.7: The reference layered view for the HIS.
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Figure 4.8: The reference deployment view of the HIS.

Deployment view

In the deployment view, software modules are allocated to the hardware entities on

which they are executed. This view is useful for analyzing the performance, availability,

reliability, and security aspects of the system [153]. Due to the vast diversity of HISs, we

decided to develop a generic deployment view that can represent many of HISs across

care domains

The deployment view (Figure 4.8) shows one or more clients and zero or more servers. If

there is a client only, and no server, the deployment is a standalone desktop application

or a thick-client with all modules on the client-side. A client-server application consists

of at least one server and multiple clients, for example, thin clients with modules located

on one or multiple servers. Finally, a system with multiple clients and multiple servers

that communicate using cloud computing technology is cloud-based.

A system will most likely have a back-up server in case the original server goes down,

but a combination of other types of servers is also possible. These other types of servers

could include load balancing servers to allow for big data analytics, as well as applica-

tion servers, web servers, and database servers. The RA deployment view also provides

space for a web-based application. In that case, only an internet browser is required on

the client-side with which the end-user can use the HIS. The server is often provided by

the software supplier, which contains the modules to host the web page and store the

data.

Depending on the specific requirements the allocation of the modules as identified in the

decomposition view can be allocated in various different ways over the selected nodes in

the deployment view.
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4.3.3 Case study Chiba University Hospital

This study’s primary objective was to propose and evaluate the RA. We decided to base

the illustration and evaluation on a case study from the literature, as no site visits were

possible due to the COVID-19 pandemic. For our case study, we used the well-detailed

article by Jahn et al. [176] in which they compare a Japanese and German hospital HIS

using the three-layer graph-based meta-model (3LGM
2
) [149]. When presented and

inspected visually, the 3LGM
2

model combines the UML decomposition view, uses view,

and layered view.

Our case study was done by developing an AA. for the Japanese Chiba University Hospi-

tal (CUH) based on Jahn et al. [176]. Figure 4.3 shows the approach followed to build the

AA.

Feature diagram: The 104 modules of the CUH model in Jahn et al. [176] (page 6 Figure

5) were mapped onto the features from our feature module (Figure 4.4). We added 47

sub-features to meet the level of detail presented in Jahn et al. [176]. Interestingly, Jahn

et al. [176] listed more detailed Patient monitoring and Generic MISs features, which we

included as sub-features in Appendix Figure 1. In contrast, our RA was more detailed

concerning the other HIS features.

Context diagram: Although the stakeholders of the HISs are not explicitly mentioned

in Jahn et al. [176], we were able to make the application context diagram based on men-

tioned systems such as a Laboratory Information Systems and a Pharmacy Department

System. The stakeholders and other entities of such systems combined with the obliga-

tory entities and interactions from Figure 4.5, provided the application context diagram.

There was no need to add extra external entities (see Figure 2 in the Appendix). We used

12 out of 15 (80%) entities from the RA context diagram.

Decomposition view: The decomposition view extracted from Jahn et al. [176] is pre-

sented in Appendix Figure 3. Despite slightly different wording in the labels of (sub)modules,

we could make the decomposition view, which listed 104 modules from the feature

model. Seven sub-modules from our RA were not found in the Japanese HIS and re-

moved from the application decomposition view. Therefore, we utilized 27 out of 34

modules from the RA decomposition view, resulting in a re-use of 79%.

Layered View: Although the authors used the term “ layers” differently than we do,

the provided information allowed us to derive the layered view using our own design

choices. The result was the same as depicted in Figure 4.7 above.

Deployment view: Jahn et al. [176] provide limited information about the CUH HIS

deployment, but it does show the CUH databases. From this information, we inferred the

deployment situation at the hospital. The deployment view is available in Figure 4.10.
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Figure 4.9: Decomposition view for the Chiba University Hospital based on Jahn et al. [176].
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As discussed above and shown in the Appendix, we could successfully derive an AA for

the CUH case from our RA. Making the views for the case study took us about two days

(16 hours). Based on this case study, we made some minor changes to our RA, which

were already included in Figures 4.4, 4.6, and 4.7.

Figure 4.10: Deployment view for the Chiba University Hospital based on Jahn et al. [176].
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4.4 Discussion

To the best of our knowledge, this is the first RA for the health care domain built using

standard architecture design approaches from the software architecture community. In

this discussion, we critically reflect on our results and compare this study with related

work.

4.4.1 Critical reflection on the results

For the domain analysis, we relied on scientific articles. A more extended data collec-

tion from grey literature or expert interviews might have yielded different input for the

viewpoint selection. We believe that the scientific articles provided a factual basis for the

viewpoints because of their diversity across care domains, and, indeed, our case study

did not suggest otherwise.

Based on the domain analysis, we identified 15 key stakeholders for HISs because of their

relevance to almost all HISs. The domain was modeled with the feature diagram, which

provided a broad overview of the different features demanded for HISs. The feature

diagram included the most relevant features and, when needed could be extended with

additional (sub)features, as illustrated in the case study Section. This allows the feature

model to evolve with the changing health care domain.

Based on the key stakeholders’ concerns and input from the domain analysis, four view-

points were selected to model the RA. Together, these viewpoints gave a broad and solid

overview of HISs. The Context Diagram and Decomposition View showed the architec-

ture from the stakeholders’ perspective, the Layered and Deployment View provided a

standardized technical representation of HISs. The Deployment View (Figure 4.8) was

modeled generically to allow for various deployment alternatives, as illustrated in the

case study (Figure 4.10).

In current practice, the modules described in the decomposition view are often imple-

mented by a combination of systems. In a hospital, for example, a hospital information

system, an order management system, a pharmacy information systems, and many more

systems are used. At first sight, a fully integrated ERP system would be an option to

align these processes and systems. However, there are several difficulties in using ERP

systems in the healthcare sector. First of all, the alignment of business processes with the

ERP system is not an easy task, and the success of the project, therefore, depends on the

complexity of the processes in the environment. For this alignment, either the processes

or the ERP system have to be adapted, but some ERP systems require a lot of effort to be

adapted to the required processes. Another problem is related to the vendor lock-in prob-

lem [177]. When an ERP system is adapted for the healthcare provider, there is too much

dependency on the vendor and the consultants who can provide the required services.

The case study was based on a peer-reviewed article due to the COVID-19 pandemic.

Although Jahn et al. [176] did not explicitly name stakeholders, the paper contained

sufficient detail to derive the context diagram and the decomposition view. Similarly, we
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were able to derive the layered and deployment view based on the detailed information

Jahn et al. [176] provided. The use of four views to derive the AA was demonstrated. In

theory, the same procedure can be used to generate other potential perspectives (e.g. use

views, layered views etc.). To do so, the appropriate views must be defined based on the

chosen system’s particular application requirements [153] . Till all the necessary views

have been determined, the approach described above will be followed; that is, reference

views will be established first, followed by application views. When using this reference

architecture for the development of a new system, it is very important to make use of

the different standards for HISs. In order to ensure interoperability with other systems,

standards such as HL7 FHIR should be used[109] Furthermore, the diagnoses in the

systems should also be standardized using codes such as ICPC-2 or ICD11 [110, 111].

Future work will expand towards cases in the long-term care domain to further demon-

strate our RA’s applicability.

4.4.2 Related Work

Several other RAs for HISs have been published. The pioneer RICHE RA from 1993 [141]

has an open architecture with three layers: user applications, basic applications, and in-

formation systems. Despite its old age, the paper described many problems that have

remained unsolved up until today. Wartena et al. [142] described in 2010 a RA for a per-

sonal telehealth ecosystem with a focus on networking and communication, ignoring

other features.

More RAs for HISs are found in grey literature, such as white papers and technical re-

ports. These RAs are often characterized by none [143] or some diagrams only [144–146],

and do not apply any formal software architecture modeling technique, as defined in the

computer science literature [178].

We found three papers that used diagrams systematically to describe their RA for hospi-

tals [147, 149], and healthcare in general [148]. Nictiz [147] presented an RA for hospitals

using an Archimate model [179]. Their RA showed similarities with ours: their domain

‘reference model’ contained many elements from our decomposition view and layered view.

However, the Archimate Model is limited to the scope of enterprise modeling [180] and

is based on the by now replaced IEEE 1471 standard [181]. In contrast, UML has a much

broader scope and contains many more modeling concepts to choose from, 150 instead of

50. Winter et al. [149] based their RA for the hospital domain on the UML-based 3LGM
2

model, which had also been used by Jahn et al. [176]. Winter and colleagues’ metamodel

for modeling Hospital Information systems, shows similarities with our RA as explained

in Section 5. An RA with a similar scope to ours is ATOS’ ”IT Reference Architecture for

Healthcare” [148]. They did not use UML models, but an informal approach to display

the ICT services for HIS development. Their RA shows some overlap with our decompo-

sition view but ignores a deployment view.

Compared to the other RAs, our RA is generic, uses UML models, and addresses the

entire healthcare domain.
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4.5 Conclusions

In this study, we showed that the methods of the software architecture design commu-

nity could be used in the healthcare domain effectively: we proposed a generic RA for

HISs. We have shown the suitability of the RA for deriving the AA for a University hos-

pital in Japan. Our method of evaluating an RA was successful for one case study. In our

future work, we will use this method to a greater extent and apply the reference architec-

ture for designing the architecture of various other HISs.
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Appendix

Application architecture Figures

Figure 4.11: Downsized version of the feature model for the Chiba University Hospital based on Jahn et al. [59].

Numbers on the right hand side of the features represent the number of sub-features shown.
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Figure 4.12: Context diagram for the Chiba University Hospital based on Jahn et al. [59]
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Introduction: Care providers in intellectual disability care

use a wide variety of health information systems to register

their provided care. This leads to a large set of structured

and unstructured data with a high potential for research

that cannot be utilized in the current state. Therefore, a

big data system needs to be created to fully utilize the po-

tential of this data collected in intellectual disability care.

An important challenge in this context is the design of a

proper architecture for big data analytics dedicated to in-

tellectual disability care. We, therefore, need to know what

the health information system architectures in intellec-

tual disability care look like and what their commonalities

and variabilities (differences) are. Furthermore, the con-

sequences for the big data analytics architecture of these

health information system and privacy and security issues

need to be identified.

Methods: We used a multiple-case study approach to iden-

tify the architectures of four health information systems in

the Netherlands. We interviewed seven stakeholders from

four unique HISs and gathered multiple documents regard-

ing the system infrastructure. Similarities and differences

between the systems and the main challenges regarding

the privacy and security of a big data analytics system were

identified.

Results: Four architectural views on the health informa-

tion systems were derived: a context diagram, decomposi-

tion view, layered view, and deployment view. We discuss

multiple important aspects of security and privacy of a big

data analytics system for intellectual disability care and

present a general architecture design.

Conclusion: Multiple challenges must be solved before the

full potential of data in intellectual disability care can be

unlocked. This research provides first guidelines on how

these problems can be overcome and provides guidance

towards developing a big data analytics system.

This chapter is based on an article submitted to an international journal:

Big data for intellectual disability care: architecting Dutch health infor-

mation systems. J. Tummers, H.Tobi, C.Catal, B. Tekinerdogan, B.Schalk,

G.Leusink
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5.1 Introduction

In recent decades we have seen massive digitization of healthcare [79]. This is even more

so when both medical and daily care data are registered, such as in the care of people

with Intellectual Disabilities (IDs). Different types of data are stored in a complex land-

scape of Health Information Systems (HISs), as different care providers use different

HISs. In addition, due to this care being long-term, HISs may also change over time [182].

The data captured in this landscape of HISs is nowadays mainly used for client and

patient monitoring. In addition, this data has great potential for researching health over

time and for natural history studies amongst this vulnerable population [20, 21]. This

potential can help fill the gap caused by the usual underrepresentation of people with

ID in medical studies [24]. Traditional data management tools and technologies could

not keep up with the massive amounts of data being generated and the requirement to

acquire, store, analyze, and process it in a reasonable amount of time [183]. Therefore,

technology for big data has been developed, such as cloud computing allowing large

scale analytics and artificial intelligence [183, 184]. Big data is more than a lot of data;

big data is defined by the four Vs: Volume (amount of data), Velocity (speed of data),

Variety (types of data and sources), and Veracity (reliability of data). So, to fully utilize

data collected in ID care, a big data system needs to be created.

There are multiple challenges to overcome before this routinely collected data from vari-

ous HISs can be stored and re-used for big data analytics. One key technical challenge is

the design of a proper architecture for a big data analytics system that allows the inclu-

sion of data from multiple HISs. An architecture is the description of a system or collec-

tion of systems in several diagrams with text (so-called ‘views’ [185]). Such architecture

needs to allow for the integration of the different data sources into one big data analytics

system in the presence of different interoperability issues [186]. Other challenges are re-

lated to stakeholder concerns on privacy and security [182, 187].

A study amongst 328 care professionals involved in ID care reported 52 distinct HISs in

The Netherlands [182]. Even within one single ID care organization, at the very least two

HISs are used: one with electronic client records used by daily care providers and one

with electronic patient records used by physicians. Moreover the electronic client dossier

system may be related to an external sheltered workshop record and the electronic pa-

tient dossier system to the electronic pharmacy system, the hospital system, and that of,

for example, the physiotherapist and the psychiatrist. All these HISs are different, which

is at least partly the result of the lack of widely accepted, let alone standard use of HIS

architecture [186], further complicated by the diversity of health sectors involved in ID

care.

Consequently, a system to analyse the data on people with ID not only needs to ensure

privacy and security but also needs to accommodate the software architectures of this

range of HISs. Essential input for the building of a big data analysis system are the com-

monalities and variabilities (i.e. differences) in the architectures of these distinct HISs

[188]. Therefore, the aim of the present study is to map the to-be-built architecture for a
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big data analytics system based on a multiple-case study on the architectures of HISs in

different stages of development and acceptance used in ID care. Such that better re-use

of the routinely collected data in ID care can be made. To reach this aim, we have formu-

lated the following research questions:

▶ RQ1 What do the HIS architectures look like and what are their commonalities and

variabilities?

▶ RQ2: What consequences do the HIS architectures and the privacy and security

issues have for the architecture of a big data analytics system in ID care?

The paper is organized as follows: in the next section, the research methods used for

the multiple case study approach and the derivation of the big data analytics system

architecture are presented; in Section 5.3, results are presented; Section 5.4 shows the

discussion and, finally, Section 5.5 contains the conclusion.
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5.2 Methods

The study consisted of two parts: a multiple-case study on the HIS architectures which

feeds into the second part, the design of the big data architecture also addressing privacy

and security issues for data re-use.

5.2.1 Case study research

To design a big data analytics system for ID care, it is crucial to model the architectures

of HISs. We based our case studies on the guidelines on case study research in software

engineering from Runeson and Höst [189]. We decided to include four cases on HISs

that cover a wide variety of the HISs used in ID care (Table 5.1). Throughout the report,

we identified these HISs as case A, B, C, and D. We based this order on the age of the

system (old to new), and the setting (short-term-care in general practice, to long-term

care for people with an ID). Please note that Case D is a prospective case study with a

system that is currently under development. We selected the cases through our academic

collaborative "stronger on our own feet" ∗
(A & C), contact with professional associations

(D), and by contacting a healthcare organization that was still unknown to us (B).

For each of the cases, we had multiple sources of information (Table 5.1) including, for

the existing cases (A,B&C), semi-structured interviews with someone from the software

provider and from the care organization. The list of (translated) questions is presented in

the Appendix. Each interview lasted approximately 90 minutes. After the interview, the

outcomes were put in a short report. This report was discussed with the interviewee(s)

about two weeks after the interview and adjusted where necessary. Due to the Covid-19

(SARS-CoV-2) pandemic, six interviews took place online. No interviewee objected to

the online session being recorded. One face-to-face interview was audio-recorded with

permission. The interviews were carried out between March 2021 and January 2022.

Table 5.1: Information sources per case

Case A Case B Case C Case D

System Type EPD EPD ECD EPD

Case study type Retrospective Retrospective Retrospective Prospective

Interviewee 1 ICT developer System adminis-

trator

System admin-

istrator

Two ID physi-

cians

Interviewee 2 System ini-

tiator and

developer

Product owner

/ mid-level tech

manager

Software Sup-

port Specialist

-

Manual received Yes No Yes No

Other information Overview with

diagrams

HIS interactions

Screenshots

Database

overview

Brief of re-

quirements

∗
A collaboration between the Radboud university medical centre and sevenlager care provider organizations

for people with intellectual disability https://www.sterkeropeigenbenen.nl/english
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Case A is the general practitioner information system TransHis [190], which is also used

by ID physicians. The ID physician is trained to provide care for people with intellectual

disabilities and has central role in the Dutch organization of ID care, which is divided

in people living at home receiving mainly care from a GP, and in people living in insti-

tutionalized long term ID care. We interviewed an ICT developer from Radboudumc

who also works with the data from TransHis and one of the initiators of TransHis. Case

B is the electronic patient dossier Ysis, developed by Gerimedica. We interviewed a mid-

level manager / product owner from Gerimedica and a system administrator working

at a large care organization for people with an ID in the west of the Netherlands. We

also received documentation about the interactions of Ysis with other HISs and some

screenshots from the system administrator. In institutionalized Dutch ID care, Case C

is a frequently utilized electronic client dossier. The interviewed system administrator

worked at a care organization for people with ID with multiple locations in the east and

south of the Netherlands. Furthermore, we received access to the online manual from the

software supplier. Documents received were the manual and a document containing the

history and the database description. Case D is an HIS under development by the Dutch

association of ID physicians (NVAVG) named AVG-IS. We interviewed two ID physicians

initiating the system and responsible for the development of this HIS. We also received

their brief of requirements for the AVG-IS. For each case all sources of information were

considered when making the diagrams and describing the systems in the results section.

Architecture derivation

We based the architecture derivation on a reference architecture [186] that consisted of

diagrams from the Views & Beyond approach [185]. We selected the four views that

allowed us to describe the HISs from the contextual level with the system’s interactions

with external entities, to the more technical description with the deployment of software

modules on servers. For further information on the views used, see Table 5.2.

Table 5.2: Summary of views used

Context
diagram

Decomposition
view

Layered view Deployment view

Type Overview Module style Module style Allocation style

Shows Entities outside

the system’s

scope but di-

rectly related

to the system

[170]

Shows how a sys-

tem can be decom-

posed into multiple

(sub)modules and

how they relate to

one another (parent-

child). [172]

Reflects the software

modules’ allocation into

different layers based

on a unidirectional

“allowed to use” rela-

tionship between the

layers [185]

How software

modules are al-

located to the

hardware entities

on which they are

executed.

What’s
it for

Depiction of

system whose

architecture is

documented

[171]

Basis for HIS de-

sign, development,

and system docu-

mentation [172]

Promote modifiability

and portability. Facilitate

communication of code-

structure to developers.

[185]

Analyze the

system’s perfor-

mance, availabil-

ity, reliability, and

security [185]



96 5 Study 4: Big data analytics system design

Figure 5.1: Approach to building an information system’s architecture from the Reference Architecture Adapted

from Tummers et al. Tummers et al. [186]

To derive these views, we used the approach shown in Figure 5.1. We looked at whether

we could map the obtained diagrams and views from Table 5.2 for each of the cases

on the RA [186]. Large inconsistencies between information sources would have been

discussed with the interviewees until a consensus was reached. However, large inconsis-

tencies did not occur. Minor inconsistencies will be addressed in the results section. If an

interviewee mentioned some entities or modules that were not one-on-one available in

the reference context diagram, the authors (1 and 2) discussed these and tried to fit them

in the RA. If the entity or module could not be fitted, we added an extra entity or module

to the diagram and indicate this as such in the figure.

5.2.2 Big data architecture

Based on the outcomes of the cases, we built an architecture of a big data analytics sys-

tem for the care of people with intellectual disabilities. This system should be able to

handle the data from all the different HISs in ID care. The architecture for the big data

analytics system is based on the guidelines presented in [191]. Furthermore, we had a

closer look at the privacy and security issues involved and presented solutions for them

drawn from existing literature.
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5.3 Results

We start with a brief overview of the results obtained from all information sources, par-

ticularly the interviews (Table 5.1). Then, we synthesized the four case studies into four

diagrams: the context diagram, decomposition view, layered view, and the deployment

view. Based on these elements, we derived the big data architecture.

5.3.1 Information sources from cases

Case A

HIS A is mainly used as a GP information system in the southeast of the Netherlands.

According to interviewee 1 (Table 5.1), TransHis makes sure to structure and code the in-

formation as much as possible, such that it can be re-used for research. Examples of this

research include [192], [193], and [194]. According to the system initiator, the re-use for

longitudinal research was one of the main reasons for the HIS development; it facilitates

exporting structured fields anonymously. According to the ICT developer, the neces-

sity to register the “reason for encounter” (visit, consultation) is crucial for facilitating

research with the systems’ data. After all, the reason for encounter may be something

else than a symptom. Furthermore, everything in the HIS is linked to a diagnosis (e.g.,

diabetes, laryngitis).

The overview with diagrams of the system and the manual showed that the system is

straight-forward, and functional, with a simplistic-looking user interface. The interface

requires a minimum amount of clicks for the daily end user. From the researcher’s per-

spective, the database is well-structured and facilitates the FAIR principles [195].

Case B

According to the product owner, HIS B, Ysis, is an electronic patient dossier in chronic

care and is rarely used as a stand-alone system. According to interviewee 1, Ysis was

used by ID physicians and out-of-hours general practitioners (GPs), whereas there are in

total seven different HIS in the care organzation. From the document with the HISs’ in-

teractions at the care organization, we noticed that patient/client level data is exchanged

automatically between Ysis, the electronic client dossier and the electronic prescription

system only. The product owner stated that Ysis could be linked with most major elec-

tronic client dossiers via Application Programming Interfaces (APIs). Furthermore, there

is a Single Sign-On (SSO) link with a major electronic prescription system. Ysis is or-

ganized per patient. Each care professional registers according to her/his professional

guidelines and has access to what she/he registered for the own patients only. Profes-

sionals can only access data from other professionals and other patients if provided

with the appropriate authorization. The anonymized data from Ysis is used for research

mainly by one university and for policy-making by multiple institutions [196]. According
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to the product owner, the wide variety of parties interested in the data could influence

the patients’ willingness to participate in research.

Case C

Case C is a generic electronic client dossier suitable for multiple types of long-term care,

including ID care. The system was originally developed for administrative purposes

(e.g., hours worked by professionals) and has been expanded to include daily reports by

personal care aides on clients and a client portal. The client can view see her/his own

data, which includes care dossier data, reports and measurements about the personal

care pathway. The system administrator explained that multiple roles are available to

care professionals in the HIS, each with its authorization level. The HIS is accessible as

a web application and works with two-factor authentication and Single Sign-On to (ex-

ternal) systems. The software support specialist and system administrator mentioned

a standardized API available to allow for integration with other systems. Via this API,

there may be, for example, a connection between an incident registration system and

a staffing information system. The document with the database overview (>500 pages)

showed that a wide variety of data entry fields is stored in the database, including bank

account numbers and which professional cares for which client. The system administra-

tor stated that this HIS is one of the five applications used in the care organization. It has

been acknowledged that this wide range of systems adds complexity and confusion to

the care providers. In this care organization, data export was only used to fulfill legal

requirements (e.g., COVID vaccination registration). Interviewee 2 confirmed that the

possibility of exporting data via Excel is not used for research.

Case D

HIS D is to be designed for ID care specifically. This HIS is developed because currently

used GP information systems cannot address the environment of ID care characterized

by long-term care involving a range of both medical and non-medical professionals.

Therefore, the interviewees aim not only at ID physicians for end users but other pro-

fessionals who deliver medical care for people with an ID, such as paramedics and psy-

chiatrists. Daily care providers ought to be able to access an automatically generated

summary in HIS D from their electronic client system. The interviewees would like the

database behind HIS D to facilitate research. The brief of requirements contained the

business processes behind the workflow of the end user and the entity-relationship (ER)

diagrams. From the brief, we concluded with which other existing HISs and other sys-

tems to be designed should be able to communicate.
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5.3.2 HIS architectures

Context diagram

We describe the context diagram for the four case studies in Figure 5.2. Nine entities

appeared in all four cases. Six entities were present one to three times. One entity was

added compared to the reference context diagram: a messenger service. The intervie-

wees mentioned that some entities were not one-to-one available in the reference context

diagram but could be mapped on one of the existing entities. For example, a logistics

system (case B), a system for communication with insurance companies (Case D), and a

link with a professional association for medical guidelines (Case D) were considered as

external plug-ins for Figure 5.2.

There were some small inconsistencies between the interviewees; we decided to show the

entity in Figure 5.2 if at least one interviewee mentioned it. Five times the interviewees

working at the software supplier mentioned an entity that was not purchased and/or

used in the care organization. The care organization’s system administrator from Case C

mentioned an external governmental entity, while this entity did not appear during the

interview with the software support specialist. Case B’s system administrator identified

the laboratory as an external entity, whilst the product owner did not identify this.

Decomposition view

The decomposition view for the four case studies is presented in Figure 5.3. Each case

consisted of five main modules. Eighteen sub-modules were used in all four cases and

seventeen sub-modules were available in one to three cases. Two sub-modules, which

were present in [186] (Human resources and inventory & order) were not available in

any case. We added another module, which was considered of great importance in case

D: coercive care act. This is designed to help meet the Dutch legal to register coercive

care and evaluate the measures taken. Some modules came from the interviews, which

were not one-to-one available in the reference. For example, a care plan was mentioned

as a sub-module (Case B & D), which we considered part of the treatment and operation

sub-module. Also, a module was mentioned for advice on behavioral problems (Case B),

which we considered part of the Clinical reminders & alerts and referral sub-modules.

There were no inconsistencies between the interviewees. Some functional problems were

also stated. The system administrator from Case B explained that it was not possible to

generate a complete dossier with an overview of the patient status from the HIS. How-

ever, the HIS developer mentioned this as one of the strong points of HIS B. From the

interviews, sometimes there seems to be a mismatch between the functionalities of the

HIS and what is known within the care organization about the HIS. One of the reasons

for this mismatch is that often not all modules from the HIS were used or ordered from

the software vendor. Another reason for this mismatch was exposed by the system ad-

ministrator from Case C, who mentioned that care providers sometimes indicate that



100 5 Study 4: Big data analytics system design

there is a lot they can do with the HIS and that the overview is sometimes lost. In gen-

eral, the software developers were more aware of the modules and external entities of

the HIS than the system administrators.

Layered view

The layered view for the four case studies is presented in Figure 4.7. When presenting

the layered view of [186] to the interviewees, they all agreed that they had a similar lay-

ered structure in their HISs. Only as part of the data management layer, the sensor fusion

sub-module was only available in cases C and D.

Deployment view

The deployment view is depicted in Figure 5.5. Cases B, C, and D had a similar deploy-

ment; they were all structured as a web application running on a server, which the client

can reach via an Internet browser. This client could either be a desktop, laptop, tablet, or

mobile phone. The HIS from case A could be accessed via a Windows virtual machine

(VM) that had the HIS running. The databases from HIS A are hosted at the local GP

practices. HISs B and C also have a native Android and iOS app with a simplified version

of the HIS. The three HISs working in practice (A, B, C) had some possibility for the clien-

t/patient to view their data via an app released in own development (A, B, C) or via a

link with a commercial medical application (A).

5.3.3 Big data architecture

As stressed in the Introduction section, a lot of data is collected in the care for people

with an ID. This data has considerable potential for research to increase the health and

quality of life for this vulnerable population. However, several problems arise when this

data needs to become available in a big data analytics system.

Privacy

To get care organisations and their residents to share data, guarantees must be given first

to safeguard the privacy of the people whose data is in the system. Of course, a big data

analytics system must comply with legislation and follow the associated General Data

Protection Regulation (GDPR). Requesting permissions for data sharing is an important

aspect of this. However, people with intellectual disabilities cannot always make these

kinds of decisions themselves and are, therefore, dependent on their legal representa-

tives. This special situation must be kept in mind when data sharing permissions are

requested.

Data in a big data analytics system needs to be pseudonymized before it can be pre-

pared for re-use; this is necessary to safeguard anonymity. No matter how well data is
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pseudonymized, it can still often be traced back to an individual when looking at small

groups of individuals. Analyses done with the big data analytics system will, therefore,

always have to be tested for traceability before they are published. Privacy does not

only concern people with intellectual disabilities, but also the employees who enter the

data and others who are mentioned in the data. The system administrator from Case C

mentioned that clients viewing their data via patient portals can lead to problems. Con-

sequently, care providers might sometimes alter their registrations not to cause conflicts

with the patients or their representatives. Furthermore, according to Case A, the patient

portal also leads patients to view some episodes of their data and request to remove

them from the HIS. This can sometimes endanger the continuity of care.

All HISs from the case studies could export data for research purposes. They can all

pseudonymize the structured fields but not the textual fields. Patients or clients (or their

legal representatives) give permission to use their data when first registered in the HIS.

If a researcher wants to research the textual data, explicit informed consent needs to be

asked from the study subjects. HISs B and C can register these informed consent forms in

their system. In all cases, patients or clients can get their data removed from the HIS or

retract their permission to share data, as in accordance with Dutch law.

Security

In the literature, there are three properties of security: Confidentiality, Integrity, and

Availability (CIA) [197–199]. Confidentiality aims to prevent unauthorized access to confi-

dential data. Integrity seeks to prevent unauthorized data modification, and availability

ensures that data is available to authorized people whenever they need it. There are dif-

ferent tools to assure for each of these properties. To ensure confidentiality, the following

tools could/should be used: Encryption, Authentication, Access Control, and/or Au-

thorization. There are two types of tools for integrity to detect whether data has been

modified: Prevention mechanisms and detection mechanisms. Prevention mechanisms

are needed to avoid corruptible use of the systems; this can be accomplished by tools

such as Authentication, Access control, Message signing, and cryptographic techniques.

Suppose corruptible use of the system is made despite the prevention mechanisms. In

that case, it is important to detect this, which can be done with the detection mechanisms

such as intrusion detection and prevention. To assure availability of the system, it is vital

to use the following tools: Redundancies, backup, multiple email/Domain Name Sys-

tem (DNS)/ Dynamic Host Configuration Protocol (DHCP) servers, multiple network

paths to Internet Service Provider (ISP), firewall, isolation of the organizational internal

network from the Internet, allowing some packets to pass, and blocking others. A big

data analytics system for ID care should have these security mechanisms in place. Case C

showed a potential security issue. When viewing a PDF, the file was automatically down-

loaded to the local PC, which could lead to data leaks when the local PC is accessed

unauthorized. HIS B had a similar issue with .docx and .xlsx files. As this is known, the

provider of HIS B strongly advised the end user to encrypt their local disc(s) to mitigate

this potential risk.
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Big data architecture

Before the big data analytics system is ready to receive data, the privacy issues discussed

above must first be safeguarded and the security configuration is set up accordingly.

Data in HISs is naturally not available as a public data source. Guarantees must be given

to care organizations and their residents to safeguard the privacy of the data. Further-

more, the data in ID care is in multiple HISs and formats. Various systems are used

within healthcare institutions, often more than just electronic patient and client dossiers.

In addition, dozens of different systems from multiple software vendors are used, result-

ing in different data formats. A big data analytics system must integrate all these data

sources and prepare them for analysis. There is also the volume of the data. Per individ-

ual, data is often reported daily. These individuals often live a large part of their lives

in a care institution, resulting in thousands of data points per person. With over 90,000

adults with ID living in residential care in the Netherlands [24], this leads to high data

velocity.

The big data analytics system architecture for ID care is depicted in Figure 5.6. This ar-

chitecture is based on the reference architecture described in [191], which is one of the

de-facto standards for big data architecture design [99, 200]. We selected the elements

from the reference architecture that we considered elemental for developing a big data

analytics system for ID care. The big data architecture consists of seven functionalities,

from the raw data sources towards interfacing and visualization of the data. We added

an extra dimensionality to the reference from [191] in order to visualize how the privacy

and security of the system could be safeguarded. Additionally, the entire big data analyt-

ics system needs to be surrounded by a firewall to enhance the system’s security.



5.3 Results 103

Figure 5.2: Context diagram for the four cases
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Figure 5.3: Decomposition view for four cases
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Figure 5.4: Layered view for the four cases
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Figure 5.5: The deployment view for the four cases

Figure 5.6: General design of big data architecture for ID care, adapted from [191]. Data store is represented as an

ellipsis, functionality as a rectangle, and data flow with an arrow.
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5.4 Discussion

5.4.1 Case study

The HISs studied have a very different user-interface, and could be accessed in differ-

ent ways. The HISs contain largely similar entities (context diagram) and 31 out of 35

modules were shared between cases (decomposition view). Differences observed could

be largely attributed to the HIS being either an EPD or an ECD. The ECD (Case C) is fo-

cused on the continuity of care whereas the EPDs are focused on clinical care which is

characterized by episodes. The data from HISs is very privacy sensitive by its nature. All

existing HISs studied have built-in methods to export the data anonymously. However,

this is limited to (semi-)structured fields: unstructured textual data cannot be exported

anonymously. In addition some potential security issues with downloading files were

reported. The layered views for the four cases indicated a similar modifiability and porta-

bility which facilitates data extraction from the data management layer.

We also noticed that the way of reporting varies from one care facility to another. Each

care organization has made its own registration standard, which can complicate analyses.

In addition to this not-structured textual registrations, much data is semi-structured or

coded (e.g. ICD, CPT, etc.). Data also differs with respect to format e.g. text, documents,

images, and videos. A big data analytics system should be able to handle these different

data formats.

5.4.2 Big data analytics system architecture

From the interviews we noticed that the majority of the data recorded is in the form of

unstructured text. Care providers often spend much time writing reports, e.g. to inform

the new shift. A big data analytics system should preferably handle the textual data since

this is a central part of the HISs. Therefore, preparations for pseudonymizing textual

data should be made prior to analysis. This pseudonymization should include names,

addresses, telephone numbers and so on, not only of clients and patients but also of

health professionals and others mentioned. Algorithms such as Deduce [201] which was

trained on Dutch medical texts, can help in fulfilling this need.

A complicating issue in big data architecture is the necessity to meet all legal require-

ments for data re-use for research, these legal requirements may differ from country to

country. Within the European union, with its GDPR [202], a big data architecture will

need to host a facility that allows the exclusion of individuals’ data when they or their

legal representatives request this. In addition, many Dutch care organizations have an in-

formed consent and an institutional review board in place, also when this is not required

according to the Dutch medical research involving human subjects act (WMO [203]).

Although not represented by the big data analytics systems architecture, any use of this

system should address the heterogeneity of registrations between and within care organi-

zations and their employees. Also one should realize that only the data that is registered
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digitally can be analyzed. In the Dutch setting, most data is registered digitally, still data

will not be complete, for example day care centers might still register on paper.

5.4.3 Study strengths and limitations

In this study we have adopted a multi-case study on four different HISs in ID care. In

further research a broader study could be carried out including other case studies from

the 52 distinct Dutch HISs identified elsewhere [182]. However, with this multiple-case

study we believe that we have a represented the heterogeneity of HISs used: ECD vs

EPD, scale, profession, and time of introduction. This study was limited to Dutch HISs,

as the organization of care for people with ID differs largely between countries [63, 204,

205]. HISs suitable for care for people with ID might also be useful for other populations

in long term care, such as the elderly, and people who require a long term stay in psychi-

atric institutions. Indeed, all three existing HISs were also used in elderly care (Case A, B,

C). Therefore the presented big data architecture could also be informative to other types

of long term care.

Although data sources and extraction may be specific to the Dutch organization of ID

care, the data processing, analysis, and visualization are not country-specific. Thanks to

the modular set-up of the presented big data architecture, it is not only useful for other

countries, but may also contribute to cross-country, international, data systems.
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5.5 Conclusion

We provided insight into the HIS architectures from four cases in Dutch ID care in a ag-

gregated manner. Future researchers can use this knowledge to enhance further the HISs

used in ID care or to develop new HISs. Based on the commonalities and variabilities of

these HIS architectures together with identified privacy and security concerns we pro-

vided a big data architecture for Dutch ID care. When built according to this architecture,

the big data system will allow for better re-use of the routinely collected data in ID care.

Our future work will include developing the big data system according to the provided

architecture while satisfying the required privacy and security concerns.
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Appendix

Semi-structured interview questions:

System in place

1. Which systems are used at your healthcare organization

2. For what purpose is what system used?

3. What do you consider most important about your system?

4. What measures are in place regarding privacy?

5. What about the interoperability of the system?

6. Is the data in the system suitable to conduct research with?

7. What are the most common problems with your system?

8. What is your system missing?

System under development.

1. How would you describe the system?

2. What is the main reason for developing the system?

3. What do you consider most important to the system?

4. Who are the end users of the system?

5. Can the system be further expanded to other forms of long-term care?

6. What do you think will be the most used functionality of the system?

7. What measures are in place regarding privacy?

8. What about interoperability of the system?

9. Will the data in the system be suitable for doing research with?

Main questions

1. Are you missing any relationships with external entities in the context diagram?

2. Do you find that some relationships in the context diagram are redundant?

3. Create the context diagram based on the method described above

4. 1, 2 but for the decomposition diagram

5. 1, 2 but for the layered diagram

6. 1, 2 but for the deployment diagram

7. Are you missing a diagram?

8. How do you think this reference architecture could be improved?
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Background: COVID-19 has been announced as a new coro-

navirus disease by the World Health Organization (WHO).

At the time of writing this article (April 2020), the world

is drastically influenced by the COVID-19. Recently the

COVID-19 open research dataset (CORD-19) was published.

For researchers on intellectual disability such as ourselves,

it is of key interest to learn whether this open research

dataset may be used to investigate the virus and its conse-

quences for people with an intellectual disability.

Methods: From CORD-19 we identified full text articles

containing terms related to the intellectual disability-care

and applied a text mining technique, specifically the TF-

IDF analysis in combination with K-means clustering.

Results: 259 articles contained one or more of our specified

terms related to intellectual disability. We were able to

cluster these articles related to intellectual disabilities into

five clusters on different topics, namely: Mental health,

Viral diseases, Diagnoses & Treatments, Maternal care &

Pediatrics, and Genetics.

Conclusion: The CORD-19 open research dataset consists

of valuable information about not only COVID-19 disease

but also intellectual disabilities and the relationship be-

tween them. We suggest researchers investigate Literature-

Based Discovery approaches on the CORD-19 and develop

a new dataset that addresses the intersection of these two

fields for further research.

This chapter is based on an article published in an international journal:

Tummers, J., Catal, C., Tobi, H., Tekinerdogan, B., & Leusink, G. (2020).

Coronaviruses and people with intellectual disability: an exploratory data

analysis. Journal of Intellectual Disability Research, 64(7), 475-481.
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6.1 Background

At the time of writing this article (April 2020), the world that we live in is drastically

influenced by the COVID-19, which is a new coronavirus. The first reports on the COVID-

19 came in late December 2019 from the Hubei province in China [206]. Since the 11th

of March 2020, the COVID-19 is officially a pandemic [207] . At the time of writing this

article, there are more than 900,000 confirmed cases and over 45,000 deaths, according to

the World Health Organization (WHO) [208].

COVID-19 is spread by human-to-human transmission via small droplets or direct con-

tact [209]. People with an Intellectual Disability might have a higher risk of getting in-

fected by the virus than others for two reasons; they often live close to one another in

care facilities, and many rely on physical contact with caregivers for their daily life activi-

ties. People of all ages with an intellectual disability have a very high risk of early death

due to respiratory infections[210], which makes research into coronaviruses that cause

upper-respiratory illnesses (e.g. MERS and SARS)[211] pivotal.

To help mitigate the current public health crisis, the COVID-19 Open Research Data

set (CORD-19) has been initiated (CORD-19, 2020). In recent years, the large number of

existing scientific publications makes it difficult for researchers to identify relevant infor-

mation from this huge corpus of papers [212]. This is even more of an issue nowadays,

in times of the corona pandemic. The articles in CORD-19 are fragmented, scattered over

multiple topics, and thousands of articles are added on a weekly basis. The clustering

of articles into groups with similar topics allows to map commonalities and unexplored

issues, and helps to efficiently pave the way for further research. Cluster analysis, as

used in text mining, helps researchers and other users of these bibliographic databases

to get a quick overview of the topics [213]. Because of the clusters, researchers can more

effectively decide what topics are sufficiently covered to deserve a systematic review.

Furthermore, these clusters may help policy makers and researchers to identify missing

topics in research on intellectual disabilities and COVID-19. Currently, it is unknown

whether the CORD-19 can be used to investigate the virus and its consequences for peo-

ple with an intellectual disability. More information on the CORD-19 set can be found in

the Methods section.
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For researchers on intellectual disabilities, it is of key interest to know what is already in

the literature on people with an intellectual disability and coronaviruses. With the help

of an exploratory analysis using a text mining technique on the CORD-19 set, we want

to investigate whether the CORD-19 may be useful for research on COVID-19 in people

with an intellectual disability. We aimed to find clusters of articles that help researchers

to identify interesting research topics on coronaviruses and people with an intellectual

disability. The presented research and the methods shared, not only yield clusters of

articles, but also can help other researchers when they consider pursuing a systematic

literature review, and policymakers and researchers to identify research gaps.

The next sections of this paper are organised as follows: The methods section presents

the dataset and the tools which were used to analyse this dataset. The paper continues

with the results of the exploratory analysis and ends with the discussion.
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6.2 Methods

In this section, we present a brief description of the dataset CORD-19, subsequently we

explain how we identified articles about people with an intellectual disability and the

text mining method that we used in this exploratory analysis.

6.2.1 Dataset

The CORD-19 set has over 44,000 scholarly articles, including over 29,000 with full-text

[214]. These articles are all about the COVID-19 and the family of coronaviruses. From

the full text articles, 260 contained the word “COVID-19”. New articles are added on a

weekly basis [215]. All articles were retrieved with a query written in English from the

following sources: PubMed [216], a corpus maintained by the WHO [217], bioRxiv [218],

and medRxiv [219].For this study, we used the dataset of 23 March 2020. The CORD-19

dataset is put together by the Allen Institute for AI, Chan Zuckerberg Initiative, George-

town University’s Center for Security and Emerging Technology, Microsoft, and the

National Library of Medicine (NLM) at the National Institutes of Health. Researchers

were asked to apply text and data mining tools on this dataset to develop new insights

into the COVID-19 via the Kaggle platform, which is a machine learning and data science

community owned by Google Cloud ([220].

6.2.2 Identification of people with an intellectual disability

From the 29,000 articles with a full-text, we aimed to identify a subset of articles that

mention people with an intellectual disability. We decided to search for both synonyms

of “Intellectual Disability” and specific syndromes. We came up with a list of syndromes

based on the website of the Dutch Expertise centre intellectual disabilities [221] and

added syndromes based on our own domain knowledge. By combining synonyms of

intellectual disability and syndromes, we searched for the following terms in the full text

of each article (NB: not case sensitive):

intellectual disab*, learning disab*, mental retardation, cognitive disab*, mental disab*, down syn-
drome, fragile x , prader willi, williams syndrome, fetal alcohol spectrum disorder, rett syndrome,
velo-cardio-facial syndrome, angelman syndrome, tuberous sclerosis complex, cornelia de lange
syndrome
The numbers of articles identified with this search are presented in Table [ref] in the

Results section.

6.2.3 Data analysis

Text mining is: ". . . . automatically extracting information from different written re-

sources” ([222], 2003, page 1). In our case we started with the TF-IDF algorithm to cal-

culate the importance of each word for each article in the Intellectual Disability subset
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compared to the importance of that word in the rest of the CORD-19. Then, the outcomes

of the TF-IDF were fed into the K-means clustering algorithm to cluster the articles. Arti-

cles from different clusters can have some important words in common, therefore there

will most probably be some overlap in the top words between the clusters. For this data

analysis, we have made a Kaggle notebook, which is available via the following link:

https://www.kaggle.com/joeptummers/covid-2019-id-paper-version . Python ver-

sion 3.6.6 [223] was used as the programming language in combination with the pandas

package for data analysis and manipulation [224], and, the scikit-learn package for the

(machine learning) algorithms [225]. For this exploratory data analysis, we started with

the TF-IDF statistical measure (Term Frequency * Inverse Document Frequency), which

is widely used in text mining and information retrieval. This statistical measure reflects

how important a word is to a document relative to a larger set of documents (i.e., the

corpus) [226]. The general formula for the TF-IDF is as follows:

𝑤𝑖 , 𝑗 = 𝑡 𝑓𝑖 , 𝑗 ∗ 𝑙𝑜𝑔(𝑁/𝑑𝑓𝑖) (6.1)

With:

𝑤𝑖 , 𝑗 = the TFIDF characteristic for a term i in document j from the subset, that is the

articles identified by means of the search

𝑡 𝑓𝑖 , 𝑗 = frequency of term i in document j divided by the total words in document j from

the subset

𝑁= total number of documents in the corpus

𝑑𝑓𝑖 = number of documents in the corpus containing term i

We calculated the TF-IDF characteristics for each term in each article that contained

one of the intellectual disability-related terms. We used the complete set of documents

(+-29,000) as the corpus to calculate the Inverse Document Frequency. We excluded

English stop words (e.g., the, and) and words that appeared in 95% of the articles from

the analysis, to speed up calculations. Furthermore, we used the stem of each word to

get rid of plurals, tenses, and affixes (e.g., viruses –> virus, infection –> infect, infected –>

infect). More parameters can be accessed from our Kaggle notebook. The TF-IDF values

were used as input for the K-means algorithm in order to cluster the articles into different

clusters. The objective of K-means is to divide n observations into K clusters, in such a

way that each observation belongs to the cluster with the nearest mean. K-means does so

by minimizing the squared error between the mean of a cluster and the elements in the

cluster. The goal of K-mean is to minimise the sum of squared errors over all K clusters

[227].
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𝑂 =

𝐾∑
𝑘=1

𝐽∑
𝑗=1

𝐼∑
𝑖=1

| |𝜒𝑘,𝑗,𝑖 − 𝑐𝑘 | |2 (6.2)

With:

𝑂 = The objective function

𝐾 = The number of clusters

𝐽 = The number of articles

𝐼 = The number of terms

𝜒𝑘,𝑗,𝑖= TF-IDF score for term i in article j in cluster k
𝑐𝑘 = mean TF-IDF for cluster k

Of the several available approaches to determine the number of clusters in K-means clus-

tering [228], we chose to use the widely accepted elbow method. In the elbow method

one starts with K = 2, and increases K by 1 in each step and calculates the sum of squared

errors (Formula 2) for each step. While increasing K, the sum of squared errors will de-

crease dramatically in the beginning and will reach a plateau after increasing K further.

The K where this happens, is called the elbow and that is where the value for K is set

[229].

The TF-IDF analysis yielded one TF-IDF value for each word for each paper (e.g. 259

values for the word “quarantain”). This means that each article is described by about

8.000 variables, and all these variables were used for the K-means clustering. For a visual

representation of the 8,000 variables for the articles, we needed to reduce the number

of variables by means of a data reduction technique. We chose Principle Component

Analysis (PCA) which combined all these variables in two linear combinations (so-called

principal components) in a way that explains as much variance in the full data as pos-

sible [230]. We chose two principal components to allow for a visual (two-dimensional)

representation. In this visual representation every paper is one dot, labelled by the clus-

ter it belongs to.
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6.3 Results

After loading and pre-processing the data, we ended up with 26,055 articles that contain

the full-text article. In this section, we present the number of articles the terms related to

intellectual disabilities appeared in, and continue with the TF-IDF characteristics.

6.3.1 Papers containing intellectual disability care-related words

The number of articles in which the terms related to intellectual disability are present

is shown in Table 6.1. Out of the 26,055 articles from the CORD-19 set, a subset of 259

mentioned one of the terms in their full text. Mental retardation was the most identified

synonym for intellectual disability, and Down syndrome was the most identified syn-

drome. Fetal alcohol spectrum disorder and Velo-cardio-facial syndrome were not found

in the full texts. The subset of 259 articles was used for the TF-IDF analysis.

Table 6.1: Number of articles with the term present in the full text. Some articles mentioned multiple terms,

therefore the total is lower than the sum of the individual terms.

Term N

Intellectual disability 30

Learning disability 26

Mental retardation 123

Cognitive disability 5

Mental disability 24

Down syndrome 50

Fragile x 33

Prader Willi 1

Williams syndrome 1

Fetal alcohol spectrum disorder 0

Rett syndrome 2

Velo-cardio-facial syndrome 0

Angelman syndrome 2

Tuberous sclerosis complex 9

Cornelia de Lange syndrome 1

Total 259

6.3.2 TF-IDF and K-means

The elbow of the plot of the sum of squared errors versus K appeared to be at K = 5

(Figure 6.1). Therefore, we decided to use K = 5 and let the algorithm group the articles

in five clusters. These clusters are depicted in the Principal Component plot in Figure 6.2.

An overview of the subset of 259 articles and the clusters they belong to can be found at

the end of the Kaggle notebook. Table 6.2 shows the five clusters in the subset, with their

top 10 TF-IDF terms. These top 10 words are stemmed; therefore, they might look a bit

unusual. We also added a column with “topic” that contains our own interpretation of
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the top 10 words. The biggest cluster was the “Genetics” cluster, with 105 articles, and the

smallest cluster was the “Mental health” cluster, with 26 articles.

Table 6.2: Five clusters, their top 10 stemmed words from the TF-IDF analysis on the subset, their topics and

number of articles in the cluster.

Top 10 words based on TF-IDF score Topic N

1

disord, social, diseas, studi, public, mental,

patient, psychiatr, ptsd, health

Mental health 26

2

viral, may, caus, patient, diseas, immun, cell,

vaccin, virus, infect

Viral diseases 38

3

cell, treatment, disord, studi, infect, diseas,

zikv, may, children, patient

Treatments 57

4

breastfeed, hospit, patient, pneumonia, vaccin,

infect, bronchiol, rsv, infant, children

Maternal care &

pediatrics

33

5

virus, interact, dna, bind, express, activ, rna,

gene, cell, protein

Genetics 105

Footnote: Using a more extensive set of stopwords, might have filtered “may” and “caus” out. “zikv” is the

often used abbreviation for Zika Virus.
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Figure 6.1: The sum of squared errors versus the number of clusters (See formula 2). The “elbow” of the graph

appears to be at K=5..

Figure 6.2: PCA plot with two principal components. Contains 259 data points (articles), divided over five clusters.
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6.4 Discussion

From the CORD-19 set, we identified that 259 out of the 26,055 articles had one of the

terms related to the intellectual disability-care in their full text. We are aware that this list

of used terms is not exhaustive, but considered the list sufficient for exploring whether

CORD-19 has any potential for research on people with an intellectual disability. We did

not include the 22Q11 deletion syndrome, and Autism Spectrum Disorders on purpose

since these syndromes do not always co-occur with an intellectual disability. We do not

expect a big rise in the number of articles identified if we had added more terms. The

current number of 259 articles seems to be sufficient for a systematic literature review,

particularly one aiming at genetics aspects. Moreover, thousands of articles are added

to the CORD-19 dataset every week. Please note that our method and code are publicly

available, and can be re-used by other researchers within just a few minutes.

Due to the application of the K-means algorithm on the outcomes of the TF-IDF calcula-

tions, we were able to cluster the articles that contained the intellectual disability-terms

in five clusters on different topics. Researchers on intellectual disabilities can use these

clusters to identify research areas on the topic of Coronaviruses and people with an in-

tellectual disability, and, possible relevant articles already published on it. However, we

have to be aware that setting the number of clusters at five was, to some extent, a design

choice. When fixing the number of clusters at four, we saw more overlap of the clusters

in the PCA plot, probably because the articles in our cluster number three (from Table

6.2) were dispersed over the other clusters. When we set the number of clusters at six, the

extra cluster was a small cluster, very similar to our cluster five (Genetics). Repeating the

analyses on an extended edition of CORD-19, may result in a different number of clusters

with other topics.

Currently there are search engines available for the CORD-19 [231] that can be useful to

identify papers related to a certain topic. However, these search engines do not map the

commonalities between different articles nor do they help to identify what has not been

investigated yet, and this is where the methods described in the present paper have their

added value.

Our exploratory analysis has shown that the CORD-19 set can be useful for researchers

on intellectual disabilities and may be approached with text mining techniques. If we

aim to create new hypotheses on the relations between coronaviruses and people with

an intellectual disability based on literature, we need to utilise other text mining-based

techniques. One approach that seems to have great potential is the Literature-Based Dis-

covery (LBD). This approach uses various computational methods to discover previously

unknown links between two pieces of existing knowledge by analysing their relevant

pieces of literature [232, 233]. In our case, one piece of knowledge would be the COVID-

19 Open Research dataset and the other a set of articles on people with an intellectual

disability. Especially, the cluster similarity technique [234] and bibliographic coupling

technique [235] seem to be suitable to construct new hypotheses on possible relations

between corona viruses and people with an intellectual disability.
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Concluding, the CORD-19 has shown to be interesting for research on intellectual dis-

abilities and coronaviruses. At first sight, there seemed to be relatively few articles (259

out of 26,055) in the COVID-19 Open Research Dataset related to intellectual disabilities.

Nonetheless the full text articles were approachable by means of text mining techniques.

With TF-IDF and K-means clustering we were able to identify five clusters of articles

on different topics. Researchers on intellectual disabilities can use the presented five

clusters to identify research areas on intellectual disabilities and coronaviruses and to

decide on pursuing a systematic literature review (or not). Also, they may apply our ap-

proach again and again on the weekly updates of CORD-19, as this will take little time.

For creating new hypotheses on the relations between coronaviruses and people with an

intellectual disability, based on CORD-19, we suggested other text mining approaches.
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7.1 Objective

The care of people with ID involves a large number of care

providers and HISs resulting in an enormous amount of

data entered in a range of HISs by different people daily.

There is an increasing interest in the re-use of data as col-

lected in HISs on people with ID to improve care provided,

to gain knowledge on the health of people with ID, and to

deal with the under-representation of people with ID in

general medical research. The objective was to develop a

framework for a big data system that combines data from

multiple HISs and facilitates secondary analysis.

7.2 The status quo

In the care for people with ID, many different HISs are

used (Chapter 2), each containing a wide variety of data

types. Considering the care organizations in the Nether-

lands, there are usually two types of systems: the electronic

client dossier (ECD) and the electronic patient dossier

(EPD). The ECD systems and the the range of data types in

them are relatively similar, although there are many ECD

vendors. ECDs contain mainly texts in the form of daily

registrations and periodic questionnaires to ensure conti-

nuity of care. Although these daily registrations and texts

are stored in each ECD in a slightly different format, the

content across systems is similar.

By their nature, EPD systems are somewhat more struc-

tured than ECDs because of their origins as GP or hospital

information systems where much is encoded and stored as

semi-structured texts. The variety of the EPDs used in ID

care is large, and systems are less similar than ECDs. Com-

pared with ECDs, more research has already been done

into EPDs regarding how the data can be analyzed when

brought together [236, 237]. A big data system for the ID

care sector may take advantage of these developments
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and use a certain structure to combine data from the Netherlands’s most frequently used

ECDs and EPDs.

A set of more "soft" problems were encountered in this thesis, influencing the devel-

opment of a big data system. There are plenty of opportunities for re-using data in the

care for people with ID. An important element is arranging informed consent to partic-

ipate in research [238, 239]. People with ID often depend on their legal representatives

to permit them to participate in research. Furthermore, care organizations often have to

deal with a jumble of consents for research and data sharing, creating an organizational

challenge to keep this streamlined. Not all HISs in the care for the intellectually disabled

have an equally good possibility for keeping track of these consents. A big data system

could play a role in keeping track of consents. When a researcher wants to research a

certain registration type, the big data system could facilitate obtaining the necessary per-

missions from a medical ethics review committee, care institutions, and clients or legal

representatives. Permission management could be done through a central location where

the consents are kept, and the legal obligation to revoke consents can be met. Only when

all permissions are in, the data can be delivered to the researcher in his/her secure envi-

ronment where the dataset can be analyzed.

During the different aspects of this research, a vast set of technical problems were en-

countered that need to be solved before a big data system can be developed. Data from

HISs is already used in research on people with an ID, usually this research is conducted

with aggregated data such as reimbursements [20, 240, 241]. However, there is still a

large potential of rich, raw data available which is not yet used in research. Compared

to short-term care, such as GP or hospital care, a big data system for the ID sector has

the great advantage of containing data on the entire life of an individual with an ID. For

the normal population, data is usually only available on being ill. When ill, a person

comes in contact with a GP information system and possibly a hospital information sys-

tem, where the illness is registered. In the care for people with ID, this information is

available, but also data prior to illness is available. If the data from these systems can be

linked in a big data system, a great research potential will emerge.

In order to use this unexploited source of (textual) data for research, it is necessary to use

artificial intelligence techniques. AI techniques can be used to establish links between

cause and effect. AI has great potential for preventive healthcare for this vulnerable pop-

ulation, and preventive, AI based health care could lead to better and cheaper care for

people with ID. Text mining and natural language processing are fields of AI that can

reveal connections in texts [242]. Until recently, the algorithms behind these techniques

were mainly trained on English texts. Due to the enormous rise in research on AI algo-

rithms, more of these techniques are also available for the Dutch language [243, 244].

The Veracity of data may affect the result of the analysis done. The question is what is

actually registered in healthcare and what the care professionals want to be shown. The

interpretation of the healthcare provider registering also influences the registration; for

example, someone may think that a person with an ID can be in pain or stress because

of his/her behavior. With the introduction of the client portal, where clients have insight

into their files, there seems to be a tendency (consciously or unconsciously) that the care
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provider does not register everything. Therefore, what is registered is often not some-

thing that represents reality.

The long-term care sector in Europe faces a problem with high staff turnover [245]. Expe-

rienced personnel can often tell from small changes in the behavior of a person with ID

what is going on with him/her, while new and inexperienced staff are less able to do this.

With the help of a big data system, data can be easily extracted from HISs, analyzed by

researchers in order to find relations between changes in behavior and effects, which can

be implemented in existing communication systems. These implementations could, for

example, result in a warning for aggressive behaviour for a client when a certain text is

entered in his/her dossier. This way, the HIS could support the caregiver even better in

making decisions around the client.

It cannot be stressed enough how important it is to safeguard the privacy of the people

whose data is in the systems. Privacy concerns not only the people with ID and their

relatives but also the caregivers. A big data system must make sure that the data can-

not easily be traced back to one person. With pseudonymization, a person can be fol-

lowed through time while assuring anonymity [201]. However, there remains the risk

that data may be traced to a person, especially if it concerns a target group where certain

diseases and conditions only occur a few times in the entire population. Non-disclosure

agreements for researchers and adherence to the ethical code for handling medical data

should reduce this risk as much as possible. Furthermore, agreements will have to be

made regarding data publication on small groups.

7.3 Reflection on this thesis

In comparison with current literature, which most often focuses on combing data of

one type (e.g. codes, texts) or source (e.g. Radiology [246] or E-health [237]), this thesis

focuses on combining data from many different data types from many sources. An in-

terdisciplinary team approached the thesis from multiple (computer science, medical

science, and methodology) perspectives, giving a comprehensive view of the subject.

This thesis has its limitations; for example, it is focused on the Dutch organization of ID

care. Although the national focus, this does not mean the work presented in this thesis is

not interesting for others. The results may also be transferred to other forms of long-term

care, where data registration is similar. Although the organization of care is different be-

tween countries [63, 204, 205], the generic ideas about merging data from different HISs

can also be applied there. From the beginning of this thesis, the complete care landscape

of Dutch ID care was included to incorporate the wide variety of caregivers involved,

and HISs used.

This thesis uses standards to ensure that work can be repeated, supplemented, and

changed as needed. This flexibility is reflected in the software architecture chapters (4

and 5), where there is freedom for customization, addition, and reduction. Additionally,

using standards provides unity of language, which is very important in interdisciplinary

research, such as this thesis [247]. Suppose new standards are developed for software
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architecture design, such as a new Unified Modelling Language (UML) version. In that

case, these standards need to be implemented in work presented in this thesis to improve

the comprehensibility of the presented architectures.

Based on the knowledge gained about the ID care sector, the HISs used, and the prob-

lems involved in re-using data, 𝑃𝑂𝑆𝑇4𝑉 is proposed for a big data system in ID care.

This abbreviation stands for: Privacy, Organisation of care, Security, enabled by Technical

solutions to be able to act with Volume, Velocity, Variety, Veracity of data in ID care.

When developing a big data system, privacy and security are of uttermost importance to

protect the vulnerable population from improper re-use of their data. The Organisation

of care is unique in ID care, involving many different care providers and HISs. To re-use

the big data (4Vs) collected in ID care, the Privacy, Organisation of care, and Security

need to be covered by technical solutions; therefore the "t" is super-scripted.

7.4 Where to go, and how to get there?

Many interesting (technical) solutions are available to mitigate the discussed problems.

Ensuring privacy is key for ID care when applying these solutions. When one starts

to apply AI to data from this vulnerable population, extra caution is needed. Outside

of ID care there has been an increasing number of harm because of the miss-use of AI

technology (e.g. facial recognition surveillance, voter manipulation, mass data collection

without consent), or because of design flaws (e.g. loan rejection based on race, medical

misdiagnoses)[248, 249]. Therefore, AI ethical guidelines must be followed closely before

the results could influence decision-making [250].

"Soft" problems for re-using routinely collected data include subjects such as privacy,

security, and informed consents cannot be ignored when developing a big data system to

combine data from this vulnerable population. For example, it is impossible to calibrate

caregivers, resulting in an heterogeneous dataset of which the quality can be questioned.

Using technical solutions (AI, text mining) to solve these problems seems worthwhile.

Usually, the principle ’garbage in is garbage out’ holds when doing AI [251]. But, looking

at emerging techniques like deep learning, the question is whether this statement is true.

Deep learning might recognize links in the text in such a way that it also recognizes poor

quality registrations and includes them in the analyses labeled as poor registrations.

Furthermore, deep learning could also remove the need for manual feature engineering,

simplifying the whole process [252].

Registrations in ID care lead to multiple enormous data sets primarily consisting of texts.

With the recent increase in processing power of computers and the possibility of cloud

computing [253], much more is possible when analyzing large amounts of text. It should

be noted that doing these extensive analyses is not a purely positive thing. The comput-

ing power required results in large servers that run for hours, resulting in high energy

consumption and the associated environmental impact [254]. For a big data system in the
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ID sector, it will be necessary to look at how these effects can be prevented or compen-

sated.

Security of the big data system must ensure that no unauthorized access is possible. For

security, many precautions must be taken because of the privacy sensitivity of the data

collected in the system. One may learn from systems such as the Digital Research Envi-

ronment [255] that offer cloud computing technology in the most secure way possible.

For example, no data can be taken from the server without first requesting permission.

On the other hand, security should not hinder the data analyses, and the use of the previ-

ously mentioned techniques should be possible when acting in accordance with ethical

guidelines. Because of the amount of data, cloud computing technologies from third par-

ties will have to be used. These parties must be certified according to the relevant laws

and regulations.

In the Netherlands, professional associations are an important link in ID care. They often

contribute to the guidelines that care professionals follow to do their jobs well. The pro-

fessional associations need to realize the big data system’s potential and contribute to the

system’s development. Finally, there are the software vendors of the electronic patient

and client dossiers. They will have to build functionality into their software packages to

facilitate data exchange with the big data system in an automated manner. The big data

system will be aligned with the software vendor’s data exchange requirements, so there

are as few barriers as possible to the data exchange. Software providers should work

with healthcare organizations to ensure that the data transition is as seamless as possible,

with the explicit condition that the permissions of the necessary parties are in place.

There are technical solutions for many of the discussed problems, but for some, the con-

sequences are yet unknown. For these reasons, caution is advised in the developmental

process. Starting the development of the big data system will undoubtedly result in new

research questions and design challenges which will, in the end, only improve the sys-

tem.

7.5 Future research

To start building a big data system, getting the main stakeholders on board regarding

the developmental strategy is vital. Government organizations have both a funding and

a legislative role. Furthermore, they benefit from the results if they can make care more

efficient. Non-medical care organization staff such as administrators and directors should

also participate in developing a big data system; they have the data and can benefit from

the research results on this dataset, which they can implement in their care organization.

Researchers are the party who are important for the successful development of a big

data system for the care of people with ID because they are the group of stakeholders

driving the system’s development. Researchers are also the people who can make the big

data system a success. If sound research is done on the data, this will positively affect the

system’s impact. If a complex and flexible big data system is developed that is not used

by any researcher, the system will not be a success.
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I suggest to start developing a big data system to combine data in Dutch intellectual

disability care, on a small scale, very carefully! To be cautious enough, initially more re-

search is needed into the legal aspects of re-using data in ID care. This includes research

on what is necessary regarding obtaining informed consent from both the client and the

caregiver. A small-scale system should contain data from both ECDs and EPDs from

at least two care organizations. This data will not be automatically extracted from the

different systems but will be requested in batches from the system administrators in the

care organizations. Future research is needed on how the data can be merged in an au-

tomated manner. Based on this thesis, it is suggested to start with the daily and incident

reports from the ECDs and the textual reports and medical codes from the EPDs, since

these data types are always present. The exploratory and design work will have to be

done by a software architect, who writes specifications such that a software developer

can start building it.

In addition to solving practical problems that such a small system helps to identify, other

issues must also be solved. Research is needed for the inclusive development and design

of a big data system. Not only people with an intellectual disability and their legal repre-

sentatives need to be included in the design process, also the caregiver, entering the data

in the HISs needs to be included.

Next to the developments on a system level, research on technical aspects is also needed.

For example, algorithms currently available in English or Spanish should be made avail-

able for Dutch texts. Moreover, it will be necessary to examine whether existing algo-

rithms can deal with current textual data, which contains, for example, abbreviations,

sarcasm and double negatives. This examination could be done by looking for the known

way to validate algorithms. For example, by researching if it can be extracted from the

analyses whether a link can be made between down syndrome and obesity [256]. After

the validation of the algorithms, conformation studies should be done on the signals that

are picked up with the analyses.

7.6 Take home message

Based on this thesis, it was identified that the success of the development of a big data

system for ID care depends on taking 𝑃𝑂𝑆𝑇4𝑉 into account. When the knowledge is

available on how one can merge and re-use these data, the parties involved will have to

discuss how this can be done in an automated way.

In short, there is a lot of potential for developing a big data system to re-use data in the

ID sector. To start the development everybody must be on the same page: Governments,

care organizations, researchers, professional associations, and software vendors. Only

together the care of people with ID can be improved.
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Epilogue





Summary

A wide variety of health information systems are used in the care for individuals with

intellectual disabilities. In these health information systems, much is recorded about

the individuals. For example, personal care aides register in an electronic client dossier

how the client was doing on that day, while physical therapists register treatments on

the same day in their electronic patient dossier. Also, a general practitioner or a doctor

for the intellectually disabled (ID physician) is visited, whom both use another health

information system to register their treatment.

All these routinely collected registrations together create a unique and very complete

picture about people with intellectual disabilities. Especially when they receive residen-

tial care from a care organization, there is a record for almost every day, for their whole

life. This routinely collected longitudinal data, therefore, has enormous potential to be

re-used for research and to make the care of people with intellectual disabilities better.

The objective of this thesis is to propose a framework for a big data system that combines

data from different care information systems and facilitates data re-use for analysis.

This thesis consists of seven chapters that work towards the goal stated above. An overview

of the chapters is available in Figure 1. After an introduction in Chapter 1, Chapter 2

gives insight into which systems are used in the Dutch care for people with intellectual

disabilities, achieved through a survey study with 328 respondents. In total 52 unique

systems were identified with a set of 17 most used functionalities and 10 most common

problems. Furthermore, caregivers’ satisfaction with their systems fluctuated. In chapter

3 the literature was analyzed with a systematic literature review on health information

systems. Based on 136 articles, most of them from the hospital domain, 41 stakeholders,

72 functionalities, and 69 obstacles were distilled.

Based on the information from practice (chapter 2) and the state-of-the-art from the liter-

ature (chapter 3), a software architecture for health information systems was developed

in chapter 4. Just like for a house, you can create an architecture for software that spec-

ifies where the system interacts with, what modules the system consists of, how these

modules interact with each other, and how the system is structured in terms of servers

and databases. The reference architecture in Chapter 4 thus shows the similarities be-

tween different healthcare information systems using four diagrams.

The ultimate goal was to make routinely collected data in intellectual disability care,

spread across different systems, available for research. From the previous chapters, it be-

came clear that the data that is collected is very diverse, and many privacy and security

issues need to be resolved before it can be re-used. In order to facilitate the re-use of data

in intellectual disability care, chapter 5 provides an architecture for a big data system. In

this chapter, privacy and security issues are mentioned, and solutions are proposed in

the form of an architecture for a big data analysis system.



Much of the data collected in intellectual disability care is text. As a brief example of

how textual data can be used for analysis, and how large data files can be analyzed, an

example is provided in chapter 6 using the CORD-19 data set. This data set contains tens

of thousands of articles on COVID-19. Using text mining techniques, there was searched

for articles about people with intellectual disabilities and a clustering algorithm was

used to group them into five clusters that researchers can use for further research.

Based on the above-mentioned chapters, it was learned that the data landscape in the

care of people with intellectual disabilities is complicated, and multiple conditions need

to be met before it can be analyzed. However, the enormous potential for the re-use of

this data keeps coming up. Future research involves building a big data system following

the architecture as presented in chapter 5 such that analyses can be done on this dataset

with enormous potential.

Based on the knowledge gained about the ID care sector, the HISs used, and the prob-

lems involved in re-using data, 𝑃𝑂𝑆𝑇4𝑉 is proposed for a big data system in ID care.

This abbreviation stands for: Privacy, Organisation of care, Security, enabled by Technical

solutions to be able to act with Volume, Velocity, Variety, Veracity of data in ID care.

When all stakeholders around the care of people with intellectual disabilities put their

proverbial shoulder to the wheel on this, from the people on the work floor, people with

intellectual disabilities, software vendors, governments, to the professional associations,

I am convinced that after this research we can make the care of people with intellectual

disabilities better with data.

Joep Tummers, 2022



Figure 1: Thesis outline. Numbers correspond to chapter numbers. The start and end events represent the

introduction and the discussion, respectively.





Samenvatting

In de zorg voor mensen met een verstandelĳke beperking wordt een grote verscheiden-

heid aan zorg informatie systemen gebruikt. In deze zorg informatie systemen wordt

veel geregistreerd over individuen met een verstandelĳke beperking. Persoonlĳk begelei-

ders registreren bĳvoorbeeld in een elektronisch cliënten dossier hoe het met de cliënt

is gegaan op die dag, terwĳl fysiotherapeuten op dezelfde dag behandelingen bĳ deze

persoon registreren in hun elektronisch patiënten dossier. Ook komt deze persoon bĳ een

huisarts of een arts voor verstandelĳk gehandicapten (AVG-arts) welke een ander zorg

informatie systeem gebruikt om hun behandeling te registeren.

Al deze routinematig verzamelde registraties samen zorgen voor een uniek en zeer com-

pleet beeld over mensen met een verstandelĳke beperking. Zeker wanneer ze bĳ een

zorgorganisatie woonzorg krĳgen, is er bĳna voor elke dag een registratie, voor heel hun

leven. Deze routinematig verzamelde longitudinale data hebben hierom een enorm po-

tentieel om hergebruikt te worden voor onderzoek en om de zorg voor mensen met een

verstandelĳke beperking beter te maken. Het doel van deze thesis is om een raamwerk

voor te stellen voor een big data systeem welke data combineert uit verschillende zorg

informatie systemen en data hergebruik voor analyses faciliteert.

Deze thesis bestaat uit zeven verschillende hoofdstukken welke samen toewerken richt-

ing het hierboven gestelde doel. Een overzicht van de hoofdstukken is beschikbaar in

Figuur 1. Na een introductie in Hoofdstuk 1 geeft hoofdstuk 2 inzicht in welke systemen

gebruikt worden in de Nederlandse zorg voor mensen met een verstandelĳke beperking

door middel van een enquête studie met 328 respondenten. In totaal kwamen hier 52

unieke systemen uit met een set van 17 meest gebruikte functionaliteiten en 10 meest

voorkomende problemen. Verder was de tevredenheid van de zorgverleners over hun

systeem fluctuerend. In hoofdstuk 3 is er naar de literatuur gekeken met een systema-

tisch literatuur onderzoek naar zorg informatie systemen. Aan de hand van 136 artikelen,

waarvan de meeste uit het ziekenhuis domein, zĳn hier 41 belanghebbenden, 72 func-

tionaliteiten en 69 obstakels uit gedestilleerd. Gebaseerd op de informatie uit de praktĳk

(hoofdstuk 2) en de state-of-the-art uit de literatuur (hoofdstuk 3) is er een software ar-

chitectuur voor zorg informatie systemen ontwikkeld in hoofdstuk 4. Net als voor een

huis, kun je voor software een architectuur maken welke aangeeft waarmee het systeem

interacties heeft, uit welke modules het systeem bestaat, hoe deze modules met elkaar

interacteren, en hoe het systeem gestructureerd is qua servers en databases. De referentie

architectuur in hoofdstuk 4 geeft hiermee de overeenkomsten tussen de verschillende

zorg informatie systemen weer aan de hand van vier diagrammen. Het uiteindelĳke doel

was om routinematige verzamelde data in de verstandelĳk beperkten zorg, verspreid

over verschillende systemen, beschikbaar te maken voor onderzoek. Uit de voorgaande

hoofdstukken kwam naar voren dat de data welke verzameld wordt zeer divers is en er

veel privacy en veiligheid problemen zĳn welke opgelost moeten worden voordat deze



hergebruikt kan gaan worden. Voor het faciliteren van hergebruik van data in de ver-

standelĳk beperkten zorg geeft hoofdstuk 5 een architectuur voor een big data systeem.

In dit hoofdstuk worden privacy en security vraagstukken benoemd en worden oplossin-

gen aangedragen in de vorm van een architectuur voor een big data analyse systeem.

Veel van de data verzameld in de verstandelĳk beperkten zorg is tekst. Als kort voor-

beeld van hoe tekstuele data ingezet kan worden voor analyses, en hoe grote data be-

standen geanalyseerd kunnen worden, geeft hoofdstuk 6 een voorbeeld aan de hand

van de CORD-19 data set. Deze dataset bevat tienduizenden artikelen over COVID-19.

Met behulp van tekst mining technieken is gezocht welke artikelen over mensen met een

verstandelĳke beperking gaan, en zĳn deze met een cluster algoritme gegroepeerd in vĳf

clusters welke onderzoekers kunnen gebruiken voor verder onderzoek.

Aan de hand van de hierboven genoemde hoofdstukken is ondervonden dat het data

landschap in de zorg voor mensen met een verstandelĳke beperking ingewikkeld is en

er meerdere voorwaarden zĳn voordat deze geanalyseerd kan worden. Echter komt

steeds weer de enorme potentie voor het hergebruik van deze data naar boven. Toekom-

stig onderzoek behelst het bouwen van een big data systeem volgende de architectuur

zoals benoemd in hoofdstuk 5 zodat analyses gedaan kunnen worden op deze dataset

met enorme potentie. Op basis van de opgedane kennis over de ID-zorgsector, de ge-

bruikte zorg informatie systemen en de problemen bĳ hergebruik van gegevens wordt

𝑃𝑂𝑆𝑇4𝑉 voorgesteld voor een big data systeem in de ID-zorg. Deze afkorting staat

voor: Privacy, Organisatie van de zorg, veiligheid (Security), mogelĳk gemaakt door

Technische oplossingen om te kunnen gaan met de 4Vs van big data in de ID-zorg (Vol-

ume, Variety, Veracity, Velocity)

Wanneer alle belanghebbenden rondom de zorg voor mensen met een verstandelĳke

beperking hier hun spreekwoordelĳke schouders onder zetten, van de mensen op de

werkvloer, mensen met een verstandelĳke beperking, software leveranciers, overheden,

tot aan de beroepsverenigingen, ben ik er na dit onderzoek van overtuigd dat we de zorg

voor mensen met een verstandelĳke beperking beter kunnen maken met behulp van

data.

Joep Tummers, 2022



Figure 1: Overzicht van thesis. Nummers corresponderen met hoofdstukken in de thesis.
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